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ABSTRACT

Observed patterns of wind stress curl and air–sea heat flux associated with the North Atlantic oscillation
(NAO) are used to discuss the response of ocean gyres and thermohaline circulation to NAO forcing and their
possible feedback on the NAO. The observations motivate, and are interpreted in the framework of, a simple
mathematical model that couples Ekman layers, ocean gyres, and thermohaline circulation to the atmospheric
jet stream. Meridional shifts in the zero wind stress curl line are invoked to drive anomalies in ocean gyres,
and north–south dipoles in air–sea flux drive anomalous thermohaline circulation. Both gyres and thermohaline
circulation play a role in modulating sea surface temperature anomalies and hence, through air–sea interaction,
the overlying jet stream. The model, which can be expressed in the form of a delayed oscillator with ocean
gyres and/or thermohaline circulation providing the delay, identifies key nondimensional parameters that control
whether the ocean responds passively to NAO forcing or actively couples. It suggests that both thermohaline
circulation and ocean gyres can play a role in coupled interactions on decadal timescales.

1. Introduction

The North Atlantic oscillation (NAO) is the primary
mode of atmospheric low-frequency variability over the
North Atlantic basin and a controlling influence on var-
iability in air–sea interaction. The patterns of air–sea
interaction associated with the NAO have a rather robust
spatial pattern—see Cayan (1992)—but are largely sto-
chastic in time. The ocean, at least on short timescales,
responds passively to this forcing, reddening the essen-
tially white spectrum of imposed variability. The red-
dening process involves the mixed layer (e.g., Frankig-
noul and Hasselmann 1977; Battisti et al. 1995; Hall
and Manabe 1997; Barsugli and Battisti 1998), Rossby
wave propagation (e.g., Frankignoul et al. 1997; Jin
1997; Weng and Neelin 1998; Neelin and Weng 1999;
Cessi 2000), mean flow advection (Saravanan and
McWilliams 1998), and thermohaline circulation (e.g.,
Griffies and Tziperman 1995; Delworth and Greatbatch
1999). The relative importance of these reddening
mechanisms must depend on timescale, mixed layers
dominating on short timescales, and, presumably, ocean

* Current affiliation: Department of Meteorology, University of
Reading, Reading, United Kingdom.

Corresponding author address: Dr. John Marshall, Earth, Atmo-
spheric and Planetary Sciences, MIT, 77 Massachusetts Ave., Bldg.
54-1526, The Green Building, Cambridge, MA 02139-4307.
E-mail: marshall@gulf.mit.edu

gyres and thermohaline circulation increasing in im-
portance as the timescale lengthens. Observationally it
is difficult to tease these mechanisms apart. However,
low-frequency variability of the interior Atlantic Ocean
and its association with the NAO, has now been doc-
umented in observations (e.g., Dickson et al. 1996; Cur-
ry et al. 1998). The interior ocean clearly reflects the
influence of variability in the forcing orchestrated by
the NAO.

Observations tell us that in midlatitudes air–sea in-
teraction acts to rather strongly damp SST and associ-
ated oceanic thermal anomalies generated by stochastic
atmospheric forcing (see, e.g., Frankignoul et al. 1998),
but of great interest is the possibility that advection of
heat by ocean circulation might offset local damping of
SST by air–sea interaction, making possible oscillatory
modes of approximately decadal period, rather than
strongly damped ones. These, through their effect on
SST, could then imprint themselves back on the atmo-
sphere and so modulate the amplitude and phase of the
NAO (see, e.g., Rodwell et al. 1999) on longer time-
scales. There is a suggestion of covarying patterns of
atmospheric and oceanic variability in the observations
analyzed by Deser and Blackmon (1993) and Sutton and
Allen (1997). Furthermore, analysis of coupled atmo-
sphere–ocean models (Grotzner et al. 1998; Timmerman
et al. 1998; Selten et al. 1999) suggest that the ocean
can indeed modulate the spectrum of variability in the
overlying atmosphere. But it is not yet clear to what
extent the interaction between the two fluids in the At-
lantic is a truly coupled one (see Delworth and Great-
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batch 2000). The atmosphere may respond ‘‘passively’’
to SST anomalies on longer timescales, feeling the ‘‘im-
print’’ of ocean circulation and having its spectra red-
dened by it (e.g., Jin 1997; Weng and Neelin 1998). An
‘‘active’’ coupling involving feedback between the mid-
latitude atmosphere and ocean is also possible involving
gyre dynamics (e.g., Latif and Barnett 1994; Jin 1997;
Goodman and Marshall 1999; Cessi 2000) and/or ther-
mohaline circulation (Hakkinen 2000). A useful brief
review of prototype models of atmosphere–ocean in-
teraction in midlatitudes is given in the introduction of
Neelin and Weng (1999).

The extent to which the interaction between the NAO
is one way (NAO driving ocean) or two way (feedback
of SST on the NAO) remains unclear. A major com-
plicating factor is the apparent lack of a robust and
consistent response in atmospheric models, and perhaps
of the atmosphere too, to midlatitude SST anomalies
(Palmer and Sun 1985; Peng et al. 1997; Kushnir and
Held 1996). Recently it has been shown (see Rodwell
et al. 1999; Mehta et al. 2000) that SST anomalies may
influence the phase of the NAO at low frequencies in
atmospheric models driven by observed SST anomalies.
As discussed in Bretherton and Battisti (2000), however,
these modeling results can be understood in terms of
the passive response of the ocean to atmospheric forc-
ing, with atmospheric temperatures and SST equili-
brating toward one another at low frequencies. However,
if changes in ocean circulation induced by NAO forcing
play a role in modulating SST anomalies on longer time-
scales, then, to the extent that the atmospheric temper-
atures and SST covary at low frequencies, the effect of
ocean advection may imprint itself on the atmosphere
(see Czaja and Marshall 2000).

The goal of the present study is to develop a theo-
retical framework in which we can explore the nature
of NAO–ocean interactions. The model sets up in a
transparent way the interplay of local air–sea interaction
and anomalous advection of heat by Ekman layers,
ocean gyres, and thermohaline circulation in setting SST
anomalies, the possible effect of those anomalies on the
overlying wind patterns, and their feedback on ocean
circulation. The danger of such an approach, of course,
is that for such models to be amenable to analysis, of
necessity they have to be rather simple. And that sim-
plicity, although attractive, can lead to the theoretical
construct becoming quickly irrelevant to the real prob-
lem at hand. We have therefore striven hard to develop
a framework that is strongly motivated by, and has
strong contact points with, observations.

In section 2 we spend some time inspecting observed
patterns of wind stress curl and air–sea heat flux as-
sociated with the NAO and use them to discuss the
dynamical response of ocean gyres and thermohaline
circulation to NAO forcing. We introduce the idea of
an ‘‘intergyre’’ gyre, a gyre anomaly that straddles the
climatological confluence of the subtropical and sub-
polar gyres and is driven by meridional shifts in the

wind pattern. On decadal timescales the intergyre gyre
controls the transfer of heat and fluid properties across
the climatological windstress curl line, from one side
of the atmospheric jet stream to the other. When the
NAO is positive (negative) the zero wind curl line is
poleward (equatorward) of its climatological position,
the intergyre gyre is anticyclonic (cyclonic), and the
trajectory of the North Atlantic Current is more pole-
ward (zonal) than in the mean and carries more (less)
heat meridionally. As described in section 3, our un-
derlying conceptual model has been very much influ-
enced by the seminal study of Atlantic air–sea inter-
action by Bjerknes (1964), who suggested that such
changes in meridional heat transport in the ocean would
be compensated by changes in atmospheric heat trans-
port, in such a way that the heat carried by the two
fluids together would remain constant. Indeed the pre-
sent study could be regarded as a theoretical exposition
of some of the major themes set out in Bjerknes (1964).
The coupled model itself is summarized in section 3; a
detailed account of its derivation can be found in the
appendix. The model addresses those processes that can
influence upper-ocean thermal properties and SST
anomalies in the region of the separated Gulf Stream,
to which the atmospheric storm track is likely to be
sensitive. Properties of the model, which can be ex-
pressed as a delayed oscillator, with gyres and/or ther-
mohaline circulation providing the delay, are analyzed
in section 4. Key nondimensional parameters are iden-
tified that control the nature of the interaction and
whether the coupling is active or passive. We believe
these parameters have an importance that transcends the
simple model used to identify them. In section 5, we
discuss the implications of our study for NAO–ocean
interactions.

2. The response of the ocean to NAO forcing

a. Patterns of air–sea interaction

The climatological position of the annual-mean zero-
wind-stress-curl line over the North Atlantic exhibits a
pronounced tilt, from SW to NE, as shown in Fig. 1a.
To its north the windcurl is positive, driving the cyclonic
subpolar ocean gyre; to its south it is negative driving
the anticyclonic subtropical gyre. The line marks the
confluence of the two gyres where the Gulf Stream turns
eastward in to the interior of the ocean and feeds the
North Atlantic Current. Figure 1b plots the anomaly in
windstress curl associated with the NAO during De-
cember–February (DJF).1 It is important to note that the
anomaly is not merely a waxing and waning of the

1 The NAO anomaly fields discussed here were computed by re-
gressing NCEP–NCAR reanalysis (1958–98) fields onto the winter-
mean (DJF) NAO index of Hurrell (1995). They correspond to a
(Hurrell) NAO index of 11 (See Visbeck et al. 1998).
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FIG. 1. (a) Annual-mean wind stress curl over the North Atlantic
in units of 1028 N m23—anticyclonic regions are stippled, cyclonic
regions are hatched. The zero wind curl lines are indicated by the
thick black line; (b) the anomaly in wind stress curl associated with
the NAO(1) in the same units.

FIG. 2. (a) The anomaly in surface wind stress associated with
NAO(1). The arrow scale represents a stress of 0.05 N m22. (b) The
pattern of SST anomalies that regress onto the NAO(1)—contour
interval 1/10 K.

climatological pattern. The zero-curl lines of the anom-
aly have a more zonal orientation than that of the mean
zero-curl line and are shifted significantly poleward. It
is better to think of the anomaly as a shift in the mean
pattern rather than just a modulation in its strength: on
adding the anomaly to the mean (NAO1) the zero-curl
line has a more pronounced tilt, on subtracting it
(NAO2) the line is more zonal. This is entirely con-
sistent with Rogers (1990), who observed that during
high NAO months, storms track along a more pro-
nounced SW to NE path and so the Icelandic Low, the
‘‘graveyard’’ of depressions at the end of the Atlantic
storm track, is enhanced in strength. In low NAO
months, however, storms have a much more zonal path
and the Icelandic low is weaker. Figure 2a shows the
anomaly of surface stress associated with NAO(1),
whose curl yields Fig. 1b. The pronounced poleward
shift of the anomaly in eastward stress, reaching a max-
imum of 0.1 N m22 at ;608N, is very evident. This
north–south migration of the jet stream as the NAO rises

and falls will be a central element of the coupled model
discussed in section 3.

Significant changes in air–sea heat fluxes and Ekman
transport accompany these changes in the wind. Figure
3a plots the anomalous (latent plus sensible) heat fluxes
associated with the NAO; we observe the characteristic
pattern discussed in Cayan (1992). When the NAO is
high there is enhanced cooling of the ocean poleward
of 458N inducing negative SST anomalies there and
diminished air–sea fluxes between 308 and 458N, in-
ducing positive SST anomalies—See Fig. 2b. This di-
pole pattern in air–sea flux, shaded in Fig. 3a for em-
phasis, straddles the climatological position of the zero
wind curl line (see Fig. 1a).

Before going on we should emphasize that these pat-
terns of variability in air–sea interaction are rather ro-
bust in space but are stochastic in time, being driven
primarily by synoptic-scale variability internal to the
atmosphere that is essentially uncorrelated on timescales
longer than 1 month and so has a ‘‘white’’ spectrum.



1402 VOLUME 14J O U R N A L O F C L I M A T E

FIG. 3. (a) The pattern of anomalous (latent 1 sensible) heat fluxes
associated with NAO(1) (W m22). Positive fluxes are directed out
of the ocean. (b) The implied anomaly in meridional oceanic heat
transport (PW 5 1015 W) obtained by integrating the pattern in Fig.
3a zonally across the basin and then summing meridionally.

FIG. 4. (a) Ekman transport (m2 s21) associated with NAO(1)
superimposed on DJF SST climatology. (b) Pseudo air–sea Ekman
heat flux (W m22) associated with NAO(1), computed from Eq. (1)
using the data shown in Fig. 4a. Positive fluxes are directed out of
the ocean.

However, because of its great thermal and dynamical
inertia, the ocean responds with greater power at low
frequencies providing a reddening mechanism.

b. Ekman transport

The Ekman transport is plotted in Fig. 4a superim-
posed on the DJF mean SST. It is southward to the north
and northward to the south. Thus in NAO(1) the Ekman
layers advect cold water from the north and warm water
from the south. In Fig. 4b the Ekman heat transport is
expressed as a pseudo air–sea heat flux,

Hek 5 coMek · =SST, (1)

where co is the specific heat of water, Mek 5 2k 3
tNAO/ f o is the transport of the Ekman layer with k a
unit vector in the vertical, tNAO is the wind stress as-
sociated with the NAO plotted in Fig. 2a, and f o is the
Coriolis parameter. We see that Hek induces cooling to

the north and warming to the south of magnitude, which
can reach several tens of watts per square meter. On
short timescales Mek, and hence Hek, will be dominated
by imposed synoptic-scale variability. But if dipole SST
anomalies straddling the Gulf Stream, with cold to the
north and warm to south, reinforce the NAO(1), as one
might expect, then the pattern Hek could act as a positive
feedback on SST, keeping cold SST cold and warm SST
warm. This will be an important element of the model
developed in section 4 and is observed in experiments
with atmospheric GCMs (AGCMS; see Palmer and Sun
1985; Rodwell et al. 1999).

c. The intergyre gyre

What is the response of the ocean to these anomalous
forcing patterns? It is shown in Battisti et al. (1995)
that SST variability on interannual timescales over the
Atlantic can be understood in terms of one-dimensional
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FIG. 5. (a) Schematic diagram showing the Z whose diagonal is
the zero wind curl line of the climatology (Fig. 1a) and whose top
and bottom are the zero wind curl lines of the NAO anomaly (Fig.
1b). Regions of warming and cooling of the ocean due to the air–
sea flux anomalies shown in Fig. 3a are indicated. The sense of the
intergyre gyre spun up by NAO(1) wind curl forcing is also shown.
(b) Schematic diagram of the anomaly in thermohaline circulation
induced by the dipole in ocean thermal anomalies created by anom-
alies in air–sea heat fluxes associated with NAO(1) shown in Fig.
3a. The overturning circulation sketched in the meridional section on
the right represents a zonal average picture.

mixed layer processes, except in the region of the sep-
arated Gulf Stream where advection by ocean currents
are hypothesized to play a role. Indeed in regions of
swift currents advective heat transport by ocean circu-
lation is likely to play an important role on decadal
timescales, because they are associated with such large
heat transports. Observations of the possible influence
of ocean dynamics on SST patterns on decadal time-
scales is given, for example, by Bjerknes (1964), Hansen
and Bezdek (1996), and Sutton and Allen (1996).
Luksch (1996) shows that advection of heat by ocean
currents can be comparable to that due to air–sea heat
fluxes, particularly in the region of the separated Gulf
Stream. Halliwell (1998) also shows convincing evi-
dence of a geostrophic modulation of SST anomalies in
the Gulf Stream region.

The patterns of air–sea interaction described above
suggest the following simple schematic of upper-ocean
response to NAO forcing, sketched in Fig. 5. We draw

a ‘‘Z,’’ its diagonal marking the position of the tilted
climatological wind stress curl line (Fig. 1a), its top and
bottom marking the position of the horizontal zero-curl
lines of the anomaly (Fig. 1b). The tilted diagonal is
coincident with the climatological position of the sea-
ward extension of the Gulf Stream/North Atlantic Cur-
rent, separating the subpolar and subtropical gyres. The
NAO wind curl anomaly is, at any instant, of uniform
sign between the top and bottom of the Z, but is sto-
chastic in time. This temporally stochastic but spatially
coherent forcing pattern drives, we imagine, a circula-
tion anomaly that crosses from one gyre to the other.
We will call this anomalous circulation pattern the ‘‘in-
tergyre’’ gyre, which we represent by its transport
streamfunction Cig. The transport of the intergyre gyre
is the value of this streamfunction just inside the western
boundary current, which we represent thus: Cig | w. Be-
cause the baroclinic modes in the ocean can respond
only at low frequencies, the sign of the intergyre gyre
will fluctuate in time, but at much lower frequencies
than that of the imposed forcing, thus providing a red-
dening mechanism.

A stochastic Rossby wave model of the intergyre gyre
will be presented in section 4, in which the reddening
process is the finite time required for Rossby waves to
propagate across the basin. We will see in a moment
that significant ocean heat flux anomalies are associated
with Cig and so it is likely to play an active role in the
evolution of SST anomalies. Moreover, the sense of the
intergyre circulation and heat anomaly can remain of
one sign for decades. If it were consistently anticyclonic,
for example, then adding it to the mean would indicate
that the path of the North Atlantic Current has been
displaced poleward of its climatological position, keep-
ing more northerly latitudes warmer. Conversely, in the
opposite phase, the North Atlantic Current would be
more zonal and supply of heat to more northerly lati-
tudes would be anomalously low. This was precisely
one of the conjectures made by Bjerknes (1964) in dis-
cussing changes in ocean circulation induced by shifts
in the strength and position of the Icelandic low.2 He
argued, invoking Sverdrup (1947), that in periods when
the Icelandic low was anomalously deep (shallow), the
North Atlantic Current would have a more poleward
(zonal) trajectory. As yet, however, there is no incon-
trovertible observational evidence to support these
ideas. Taylor and Stephens (1998) present observations
of Gulf Stream position that suggest that it is indeed a
delayed response to NAO forcing, much as conjectured
by Bjerknes (1964) and as is assumed in this study.
However, Joyce et al. (2000) use a different metric of
Gulf Stream position and find that it indeed covaries
with the NAO but with zero time lag.

2 Bjerknes (1964) did not use the term NAO. But he did couch his
discussion in terms of the strength and position of the Icelandic low,
which he argued was sensitive to the ‘‘zonal index’’ of Rossby (1939).



1404 VOLUME 14J O U R N A L O F C L I M A T E

HEAT TRANSPORT OF INTERGYRE GYRE

Let us now consider the heat-flux anomalies associ-
ated with the NAO and associated SST tendencies. The
shaded regions in Fig. 5a represent the dipole anomaly
in air–sea heat flux, a schematic representation of the
pattern observed in Fig. 3a. During NAO(1) the (anom-
alous) air–sea heat flux is positive (out of the ocean) to
the north and negative to the south, reaching magnitudes
of many tens of watts per square meter. If such anom-
alies were sustained for many years, very large thermal
and SST fluctuations would be induced. For example a
heat flux anomaly of only 10 W m22 can warm a 100-m
layer of ocean by ;78C in a decade. Observed midlat-
itude SST anomalies are much less than this, rarely ex-
ceeding 618C. Clearly on these long timescales some
process must balance SST tendencies induced by air–
sea interaction. Anomalous advection of heat by ocean
circulation must play this role.

One can compute the anomalous meridional ocean
heat flux that would be required to completely balance
the air–sea flux anomaly. This ‘‘implied’’ ocean heat
flux, obtained by integrating the surface flux pattern in
Fig. 3a zonally across the basin and then summing me-
ridionally, is plotted in Fig. 3b.3 It has a maximum of
0.08 PW at 488N, at the boundary of the two gyres,
where the intergyre gyre has its maximum amplitude.
In fact, as sketched in Fig. 5a, the sense of the intergyre
gyre is just that which is required to offset changes in
SST induced by air–sea heat flux anomalies associated
with NAO(1). When the intergyre gyre is circulating
anticyclonically it carries heat poleward across the tilted
zero-wind-stress-curl line, from the anomalous patch of
warming to the south to the anomalous patch of cooling
to the north. Heat is carried in the opposite direction
when the gyre circulates cyclonically under NAO(2)
forcing, but again from regions of warming to cooling.
If Cig | w is the strength of the intergyre (in Sv; Sv [ 106

m3 s21) then its heat transport across the zero curl line,
Qig, can be estimated as follows:

zerocurl
Q 5 r c DT C , (2)ig o o ig | w

where ro is the density of water, co is its specific heat,
Cig | w is the transport of the gyre (evaluated just inside
the western boundary current), and is the

zerocurl
DT

change in the mean SST along the climatological po-
sition of the mean zero curl line. If 5 68C

zerocurl
DT

(corresponding to a cooling moving along the mean path

3 It is likely that anomalous air–sea heat fluxes at low frequencies
are somewhat smaller than plotted in Fig. 3a because air and SSTs
equilibrate toward one another on decadal timescales. Moreover, be-
cause the Ekman component of anomalous heat flux is likely to vary
less with timesscale than the air–sea heat flux, anomalous ocean heat
transport may largely balance anomalous Ekman heat transport. For
both reasons, the implied ocean heat fluxes plotted in Fig. 3b are
likely to be an overestimate of that required to balance air–sea heat
flux at low frequencies.

of the North Atlantic Current—see mean SST contours
plotted in Fig. 4a), then Qig ; 60.07 PW if Cig | w 5
63 Sv. Thus the intergyre gyre can supply the implied
ocean heat flux plotted in Fig. 3b if it fluctuates in
strength by only a few Sverdrups. It is also important
to remember that such anomalies are induced by changes
in the strength of ocean gyres, which can be maintained
for decades, because that is the inherent timescale over
which Cig | w varies. They can thus be expected to play
a key role on decadal timescales.

d. Thermohaline circulation

It is known that the NAO is an important modulator
of convective activity at deep convection sites in the
North Atlantic, and particularly the Labrador Sea (see
Dickson et al. 1996; Lab Sea Group 1998). Direct ob-
servations of the overturning circulation are not avail-
able but models show that the thermohaline circulation
is sensitive to dipole NAO forcing (Delworth and Great-
batch 2000). When the NAO is strong, cooling of the
polar oceans is enhanced (see Fig. 3a). Should this cool-
ing persist then one might expect the vigor of the me-
ridional overturning to increase, and hence also its as-
sociated poleward heat transport. If Cmoc is the anomaly
in the overturning stream function and DT z is the dif-
ference in the mean temperature over its vertical extent,
then its horizontal heat transport is

z
Q 5 r c DT C . (3)moc o o moc

In the mean the thermohaline circulation of the Atlantic
Ocean has a strength of ;20 Sv and carries in excess
of 1/2 PW of heat poleward at 408N. Thus fluctuations
of 1/10 PW can be achieved if the overturning circu-
lation changes in strength by only 20%, or Cmoc 5 64
Sv.

Figure 5b plots a schematic of the imagined anomaly
in thermohaline circulation induced by the NAO(1)
buoyancy anomalies. Note that the lateral scale of the
anomalous overturning is likely to be of the same order
as that of the forcing inducing it—thousands of kilo-
meters, rather than that of the planetary scale ‘‘convey-
or’’ circulation. This suggests that the inherent timescale
of its variability could be much shorter than that of the
global overturning circulation. We will consider a sim-
ple model of Cmoc in section 3 and the appendix.

3. Coupled interactions following ‘‘Bjerknes’’

a. The Bjerknes ‘‘compensation’’ hypothesis

Bjerknes (1964) discussed the mutual interaction of
atmosphere and ocean over the Atlantic in terms of the
interplay of meridional heat transport in the two fluids.
This is of interest here because it abstracts us away from
the details of air–sea interaction. Instead it focuses on,
but makes strong assumptions about, the gross heat-
transporting properties of the two fluids. He argued that
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FIG. 6. Schematic of anomalies in air–sea heat flux and atmosphere–
ocean heat transport (the curly arrows) that accompany atmosphere–
ocean coupling, following Bjerknes (1964). Suppose that for a period
of time the NAO occupied its high index state more frequently than
its low index state (solid arrows represent surface winds). Then, with
some delay, the intergyre gyre begins to circulate anticyclonically,
transporting heat poleward. Thus the atmospheric jet stream will ex-
perience anomalous warming to the north and cooling to the south.
The jet stream will thus weaken, it is supposed, and the anomaly in
atmospheric heat transport will be to the south, compensating the
enhanced northward oceanic heat transport. With weaker winds, the
NAO will occupy its low index state more frequently and so, over
time, the sense of the intergyre gyre will change sign to become
negative, carrying heat southward. Enhanced atmospheric tempera-
ture gradients will result, stronger winds, anomalous poleward at-
mospheric heat transport, and an increased probability of the NAO
occupying its high index state. Hence the cycle, whose period is set
by the response time of oceanic heat transport to changes in the
atmosphric forcing, can repeat again.

over long timescales changes in heat storage in the ocean
could be neglected so that the heat budget for the whole
system (atmosphere plus ocean) must be almost com-
pletely balanced. If, for example, the net incoming ra-
diation changed in a systematic way over a latitude belt,
then the outgoing radiation within that belt would adjust
itself to balance—the time-integrated meridional heat
fluxes of the joint system could change, but in mutual
adjustment to one another so that the sum would remain
constant:

Qatmos 1 Qocean 5 0, (4)

where Qocean 5 Qig 1 Qmoc 1 Qek. Thus if Fig. 3b is
thought of as an anomalous northward ocean heat trans-
port, then Bjerknes supposed that the anomaly in at-
mospheric heat transport was exactly opposite—that is,
to the south. This, the ‘‘compensation hypothesis,’’ is
presented schematically in Fig. 6 in terms of the inter-
gyre gyre introduced in section 2.

Suppose, for example, that over a period of time the
NAO occupied its high index state more frequently than
its low index state. Then, some time later, the intergyre
gyre would begin to circulate anticyclonically, Cig | w .
0. This, we imagine, corresponds to the North Atlantic
Current having a more pronounced poleward trajectory
with an enhanced meridional heat flux, Fig. 6a; Qig .
0. There will thus be a persistent anomaly in ocean heat
flux convergence to the north, raising SST there. Thus
to the north of the atmospheric jet stream, whose mean
axis is imagined to be coincident with the diagonal of
the Z in Fig. 5a, the atmosphere will experience anom-
alous warming. Anomalous cooling of the atmosphere
will be experienced to the south. Note that the curly
arrows in Fig. 6 represent anomalies in heat flux that
are a consequence of ocean dynamics. Anomalous
warming to the north and cooling to the south will re-
duce the meridional temperature gradient across the at-
mospheric jet stream, which, by thermal wind, will
weaken in strength. Thus, one might expect that the
poleward heat transport in the atmosphere will fall and
so the anomaly in atmospheric meridional heat transport
will be to the south, that is, Qatmos , 0, as sketched in
Fig. 6 (top). As the atmospheric jet stream weakens, the
surface winds and pressure patterns will also weaken,
it is supposed, with a slackening of the Icelandic Low.
Thus the atmosphere moves to a state in which the
NAO(2) phase is preferred [Fig. 6 (bottom)]. In re-
sponse and over time Cig | w will change sign to become
negative with Qig , 0, corresponding to the North At-
lantic Current taking a more zonal path. This change
will be communicated to the atmosphere by air–sea in-
teraction, leading to enhanced atmospheric temperature
gradients, Qatmos 5 2Qig . 0, stronger winds, and an
increased probability of the NAO occupying its high
index state. Hence the cycle can repeat again. The gyre
anomaly invoked above is imagined to be a consequence
of the state of the NAO blowing over it some time in
the past. This delay, which sets the timescale of the

oscillation, is a crucial ingredient of models that couple
ocean gyres with the atmospheric jet stream (see Latif
and Barnet 1994; Jin 1997; Neelin and Weng 1999;
Cessi 2000) and is also a central feature of the theo-
retical model developed here.

Before going on it should be noted that one might
equally well suppose that changes in thermohaline cir-
culation play a role analogous to that of the intergyre
gyre. Dipoles in thermal anomalies generated by dipole
NAO heat fluxes, can induce anomalous overturning,
Cmoc, as sketched in Fig. 5b, and anomalous heat trans-
port. Thus the curly arrows between the ocean boxes in
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FIG. 7. (a) Vertical section through the ‘‘4-box’’ model showing
its relation to the Z sketched in Fig. 5a. The thick vertical line cor-
responds to the position of the axis of the atmospheric jet stream in
the climatology, as shown schematically and indicated in the plan
view in Fig. 8b. Here N is for north, S for south, and To is ocean
temperature. The curly arrows are anomalies in heat transport induced
by ocean dynamics: Qo, are ocean heat transport anomalies due to
gyres and thermohaline circulation, Qek are anomalies in Ekman heat
transport, Qa atmospheric heat transport, H are anomalies in air–sea
flux and I in longwave radiation to space. (b) Plan view of the Z,
and the anomalous winds given by (A20). The eastern boundary is
at x 5 0. The east west scale of the Z is Lx, the width of the Atlantic,
the north–south scale is Ly, extending from 308 to 608N.

Fig. 6 could just as well be thought of as representing
anomalous heat transport by thermohaline circulation.
Furthermore, if Cmoc responds to the buildup of merid-
ional gradients in thermal anomalies with some time
delay, we will see in section 4 that indeed close anal-
ogies can be made between the coupling of thermohaline
circulation to the overlying jet stream and the coupling
of ocean gyres to the jet stream.

The above description of the coupled interaction is
highly schematic and makes simple assumptions about
the relationship between atmospheric temperature gra-
dients and surface winds, relationships that are much
more complicated in nature. For example, the pattern
and strength of the climatological surface winds in mid-
latitudes is primarily controlled through momentum
transport by synoptic-scale eddies, which in turn depend
on the strength of the zonal wind (see Green 1970).
Anomalous momentum transport by synoptic-scale ed-
dies are thought to be the primary excitation mechanism
of anomalies such as the NAO, and so they must be
invoked in any physical argument that connects SST
anomalies to surface wind anomalies. Anomalies in the
zonal-mean wind may also be important to the stationary
waves. Some of these issues will be discussed below as
they arise in the context of the simple coupled model
that is now summarized.

b. A simple coupled model

We now attempt to encapsulate the ideas discussed
above in a simple model. In an appendix we derive the
coupled system from ‘‘first principle’’ by integrating the
thermodynamic equation for the atmosphere and ocean
over elements—boxes—of the Z (Fig. 5) to obtain equa-
tions for how the mean temperatures (TN and TS) within
the respective fluids to the north and south change in
response to heat fluxes through the sides of the boxes.
We choose the diagonal of the Z to delineate the boxes
because we are interested in the modulation of temper-
ature differences across the mean position of the at-
mospheric jet stream. Furthermore there is no mean flow
advection of SST anomalies across the diagonal because
the mean ocean current flows along it rather then across
it. Hence, only anomalies in gyre and thermohaline cir-
culation (Cg and Cm) can transport heat laterally be-
tween the ocean boxes (see Fig. 7a) and so change the
temperatures within the boxes. Temperature differences
between the northern and southern ocean boxes mod-
ulate air–sea interaction, atmospheric temperature gra-
dients, the strength and latitudinal position of the At-
lantic jet stream, and hence the surface wind stress blow-
ing over the ocean. While the thermodynamics is in-
tegrated over boxes, the dynamics is not, for we invoke
oceanic Rossby waves and thermohaline circulation to
set a delay timescale. Because the full derivation is rath-
er lengthy (see appendix) here we only outline the key
equations of the coupled model before going on to an-
alyze it in section 4.

The (dimensional) equation for the anomaly in heat
content of the upper ocean of depth h in the (for ex-
ample) northern triangle of the Z is [see Eq. (A10) in
the appendix]

]
C A T 5 Q C 1 Q C 2 Q t 2 l A(T 2 T ) ,o oN M m G g | w E o,a o a N]t

where Co is the heat capacity of the top h meters of
ocean, A is the surface area of the northern triangle, and
ToN is its temperature anomaly, assumed synonymous
with SST. The QM, QG, and QE are scales for heat trans-
port (in PW) due to anomalous thermohaline, gyral, and
Ekman circulation across the diagonal of the Z [defined
in Eqs. (A11), (A13), (A15)]. The (nondimensional)
strength of the anomaly of thermohaline circulation is
Cm, Eq. (A12), and Cg | w is the (nondimensional) inter-
gyre gyre stream function evaluated just inside the west-
ern boundary current [Eq. (A14)]. The (nondimension-
al) amplitude of the NAO wind stress—sketched in Fig.
7b—is t , Eq. (A16), and lo,a is the linearized coefficient
of combined latent and sensible heat flux representing
the damping of SST due to air–sea interaction, defined
in Eq. (A9).
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Nondimensionalizing ToN with respect to a tempera-
ture scale, Y, and time with respect to tdelay, the time it
takes a first baroclinic Rossby wave to cross the ocean,
the complete coupled system can be written in nondi-
mensional terms thus [Eqs. (A29)–(A32) of the appen-
dix]:

(sea surface temperature)

]
T 5 mC 1 gC 2 lT 1 F , (5)m g | w T]t

(gyre)

] ]
2 C 1 C 5 2t, (6)g g]t ]x

(thermohaline)

]
C 5 2sT, (7)m]t

(wind stress)

t 5 F 2 f T. (8)t

Here g (for gyre) and m (for meridional overturning)
[Eqs. (A33) and (A34)] are measures of the efficiency
of heat transport by anomalous gyres and thermohaline
circulation, respectively; l [Eq. (A36)] encapsulates the
combined effect of air–sea damping and Ekman effects;
FT and Ft are stochastic forcing terms representing air–
sea heat fluxes and wind, respectively; s (for solenoid)
[Eq. (A42)] represents the efficiency of thermal dipoles
in driving meridional overturning; f (for feedback) [Eq.
(A25)] represents the feedback of SST gradients on the
NAO wind stress pattern—with f . 0, if SST is anom-
alously cold to the north and warm to the south then
we assume a positive NAO is induced, as discussed at
length in section c of the appendix.

1) SPECIAL CASES

R Setting m 5 g 5 0, Eq. (5) is the archetypal stochastic
model of climate variability due to Hasselman (1976)
and Frankignoul and Hasselman (1977) in which
ocean dynamics plays no role.

R Setting f 5 0 in Eq. (8), Eq. (6) becomes the sto-
chastic gyre model of Frankignoul et al. (1997), in
which there is no coupling between SST and the wind.

R Setting m 5 s 5 0 in (5) and (7), our model [Eq. (5)
and (6)] has similarities to that studied by Jin (1997),
who coupled ocean gyres with the atmospheric jet
stream, but with no representation of thermohaline
dynamics. There are notable differences between (5)
and (6) and Jin’s model, however, even when we put
m 5 s 5 0. Jin (1997) sets g , 0 and f , 0, as-
sumptions that we find hard to reconcile in the frame-
work of the present model, which invokes an intergyre
gyre. It will become clear, however, that the important
coupling coefficient is the product f 3 g and so if
one simultaneously switches the sign of f and g, prop-

erties of the coupled system (but not the component
parts) remain unchanged. It is difficult to see how g
could be negative—an anticyclonic gyre anomaly with
Cg | w . 0 transports heat poleward thus inducing ]T/]t
. 0, but only if g . 0 in (5). The parameter f in (8)
could perhaps be negative—although, as discussed in
the appendix, models, data, and dynamical consid-
erations suggest that it is positive. We will discuss
these issues further as they arise in the analysis of the
model in section 4. Neelin and Weng (1999), instead,
advect a prescribed climatological temperature with a
geostrophic anomaly streamfunction obtained numer-
ically by integration forward of a quasigeostrophic
gyre model, in place of the much simpler (5), but with
no representation of thermohaline dynamics. They
also consider the case where stochastic noise is a func-
tion of SST as well as the simple additive processes
that is assumed here.

R Setting g 5 0 in (5), Eqs. (5) and (7) could be viewed
as a continuous analog of the stochastic thermohaline
box model of Griffies and Tzipermann (1995).

2) NUMERICAL CONSTANTS

Estimates of the various constants and governing non-
dimensional numbers are given in section d(2) of the
appendix but are summarized here.

In Eqs. (5), (6), and (7) time is nondimensionalized
with respect to tdelay, the time it takes for a first baroclinic
mode Rossby wave to cross the ocean. As discussed in
the appendix, if we set tdelay 5 1.5 3 108 s ; 4 yr, then
a period of 8 yr corresponds to a nondimensional fre-
quency of v 5 p in these units.

The transport of the intergyre gyre and thermohaline
circulation are nondimensionalized with respect to the
scales CG and CM [see Eqs. (A12)and (A14)] chosen to
have values of 10 and 15 Sv, respectively.

The efficiency of heat transport by the thermohaline
and gyre circulations, characterized by g and m [defined
in Eqs. (A33) and (A44)] and estimated to be (see ap-
pendix):

g . 10, (9)

m . 20. (10)

One can physically interpret these numbers by in-
spection of (5): for example, g21 is a measure of the
time (in units of tdelay) for an intergyre gyre of strength
Cg | w 5 1 to change the temperature of the ocean in one
of the triangles of the Z by Y 5 1 K.

The other timescale of interest is that due to air–sea
interaction controlled by the parameter [Eqs. (A36)]. We
estimate that

l ù 2.5

implying, in dimensional terms, that air–sea interaction
will damp a thermal anomaly of 1 K and depth 200 m
with an e-folding timescale of ;1.6 yr.
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FIG. 8. (a) Time series of volume transport (Sv, left axis) and heat
transport (PW) of the intergyre gyre (right axis) obtained by inte-
gration of (12) with white noise forcing and R 5 0. (b) Power spec-
trum of stochastically forced intergyre model computed from nu-
merical time series with R 5 0, 1 and (c) predicted analytically from
(15). In (b) and (c), v 5 1 corresponds to a period of 2p years.

A feedback of SST on wind stress of magnitude

1
f .

5

implies, from (A41), a feedback of SST on wind, tSST,
of magnitude 0.005 N m22 if the SST dipole has mag-
nitude ;61/2 K and twind in Eq. (A20) is 0.05 N m22.
This is a modest feedback when compared to the mag-
nitude of the NAO(1) wind stress anomaly plotted in
Fig. 2a.

Estimates of s are rather problematical and cannot be
deduced directly from observations but we judge a typ-
ical value to be [see appendix section d(2)]:

1
s . .

5

4. Analysis of coupled model

We now describe the nature of the solutions of (5)–
(8). First the uncoupled problem is briefly considered
in which the stochastic forcing of the ocean by the wind
induces a response in the intergyre gyre that has a red
spectrum. We then go on to study the coupled system
in which SST anomalies induced by fluctuations in
ocean circulation feed back on the winds that drive the
ocean. We conclude by an investigation of the role of
thermohaline circulation in the coupled problem.

a. Uncoupled

STOCHASTIC FORCING OF GYRES BY WIND

Setting f 5 s 5 0 we obtain the gyre model studied
by Frankignoul et al. (1997) in which stochastic forcing
by the wind induces decadal variability in the ocean.
The mathematical form of the solution with f 5 s 5 0
is a limit case of the coupled problem studied next, and
so we will postpone discussion of those details. Here
we note that if the standard deviation of the stochastic
wind stress forcing is 0.05 N m22, roughly consistent
with the observations, then Cg | w reaches 61/3 or so (63
Sv in dimensional units)—see Fig. 8a. As the gyre fluc-
tuates in strength, so does its meridional heat transport
(see axis on rhs of Fig. 8a) inducing, from (5), changes
in temperature, T. The magnitude of the temperature
changes depend on the efficiency of the air–sea damping
processes, controlled by the parameter l. If Cg | w ; 1/3,
then gCg | w ; 3 and balancing with lT yields a tem-
perature anomaly of about 1 degree if l 5 3. Moreover,
because Qg depends on Cg | w, these temperature changes
induced by ocean dynamics, will have decadal time-
scales. Thus the observed level of stochastic atmospher-
ic forcing is sufficient to induce changes in the intergyre
gyre that contribute importantly to SST variability pro-
vided that l is not too large—spectra of western bound-
ary current transport are presented in Frankignoul et al.
(1997); Jin (1997) and Neelin and Weng (1999) also

present spectra of associated SST variability, with and
without coupling.

Let us now consider the feedback on ocean circulation
of the winds that are forced by these SST anomalies.

b. Coupled

1) THE BJERKNES COMPENSATION LIMIT

We set s and thus Cm to zero, so enabling gyre dy-
namics to be studied in isolation, and consider the limit
discussed by Bjerknes (1964) in which heat storage is
neglected. If ]T/]t 5 0 in (5), then atmospheric heat
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transport anomalies exactly balance oceanic heat trans-
port anomalies and

lT 5 gCg | w (11)

neglecting stochastic thermal forcing terms. Thus (6)
becomes, using (8),

] ]
2 C 1 C 5 RC 1 F , (12)g g g | w t]t ]x

where the coupling constant R is

fg
R 5 (13)

l

and Ft is the imposed mechanical forcing of the gyre.
Following Frankignoul et al. (1997), we assume Ft to
be a stationary random process with zero mean and a
spectrum that is white in frequency space:

Ft 5 F̂eivt, (14)

where v is the frequency of the imposed forcing and F̂
is constant.

To satisfy the differential Eq. (12) and the condition
that Cg 5 0 at the eastern boundary, x 5 0, then Cg

must vary in x like (1 2 eikx) with v and k related thus:

v
5 1,

k

where k is the zonal wavenumber and the zonal phase
speed is c 5 2v/k 5 21. Noting that Cg | w is evaluated
at x 5 21, we find that:

ikx ivt ˆ(e 2 1)e F
C 5 . (15)g ivR

2ik1 1 (1 2 e )[ ]iv

Setting R 5 0, we obtain the solution of Frankignoul
et al. (1997). If R ± 0, then power in frequencies v ,
R, are damped relative to the Frankignoul et al. refer-
ence—see Figs. 8b and 8c where power spectra of Cg | w

[and hence, in view of (11), T also] are plotted. This
damping arises because the heat carried by the ocean at
low frequencies induces temperature anomalies in the
ocean, which feed back on atmospheric winds in such
a sense that they always oppose the preexisting sense
of circulation of the intergyre gyre, thus reducing its
power at these frequencies: it is the state of affairs
skectched in Fig. 6. This will be an important feature
of the coupled model even when heat storage is taken
into account because the limit of vanishing ]T/]t is ap-
propriate at very low frequencies.

Studies of the free modes of the system—Ft 5 0 in
(12)—whose dispersion relation is obtained by setting
the denominator in Eq. (15) to zero—shows that there
are only decaying oscillatory modes, as one would in-
tuitively expect by inspection of (12). In the limit that
R becomes large, however—strong feedback of SST on
wind ( f large) and/or weak damping (l small)—then

the oscillations decay very slowly. Note, however, that
in the region of parameter space relevant to the ocean—
fg ; l ; 3 [see section 4b(2)]—we find that R ; 1
and the above model predicts strong damping with the
Rossby wave signal decaying toward zero before it has
had chance to cross the basin. Moreover, at the timescale
of interest (v ; 3), then the neglect of the ]T/]t term
in (5) cannot be justified—the compensation limit of
Bjerknes, (11), is compromised because of heat storage.
We therefore move on to consider the fuller problem.

2) INTERPRETATION AS A DELAYED OSCILLATOR

To proceed further, and with a minimum of algebraic
complexity, we study the free modes of the coupled
system retaining ]T/]t in Eq. (5), but phrasing the prob-
lem explicitly as a delayed oscillator model. From Eq.
(6) we can write, setting Ft 5 0:

t 1
C 5 2 f T dt . 2 f T t 2 , (16)g | w E 1 22t21

expressing the fact that, in the absence of external sto-
chastic forcing, the anomaly in western boundary cur-
rent transport depends on the wind induced by temper-
ature anomalies, tSST, acting on the ocean over the pre-
vious Rossby wave transit time. Then our coupled
system can be written:

] 1
T 5 mC 2 fgT t 2 2 lT,m 1 2]t 2

]
C 5 2sT, (17)m]t

explicitly revealing the role of Rossby wave propagation
as a delay mechanism (see Jin 1997). A more complete
and involved analysis of the system, (5) and (6), but
with m 5 s 5 0, is presented in Jin (1997), who does
not make the approximation Eq. (16). Note that although
he assumes f, g , 0, the product f 3 g . 0, as here.
It can be shown that the leading modes and marginal
stability conditions of the full equations are reproduced
well when the approximate form (17) is used and fg .
0. Equation (17) also explicitly draws out the essential
nature of the problem and the possibility of oscillatory
behavior: there is a negative feedback (lT), the possi-
bility of a positive feedback (the terms in fg and m),
and a delayed adjustment process between the two
(Suarez and Schopf 1988; Battisti and Hirst 1989). Be-
fore going on it should be remembered that, because of
Ekman layers, l in (17) also depends on f [see (A36)].

Looking for solutions of the form T; Cm ; est, we
obtain the following dispersion relation

s2 1 1 sm 5 0,l̃s (18)

where

5 l 1 f g̃, g̃ 5 ge2(1/2)s.l̃
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FIG. 9. (a) The frequency si and fg at neutral stability plotted
against l obtained by solving (21) and (22) (b) growth rate sr and
frequency si plotted as a function of fg for sm 5 0 and l 5 2.75.
obtained by solving (19).

Writing

s 5 sr 1 isi

substituting into (18), and equating real and imaginary
parts, we obtain

2 2s 2 s 1 l̃ s 2 l̃ s 1 sm 5 0,r i r r i i

2s s 1 l̃ s 1 l̃ s 5 0, (19)r i r i i r

where

si2(1/2)srl̃ 5 l 1 fge cos ,r 2

si2(1/2)srl̃ 5 2 fge sin .i 2

Let us consider some special cases.

(i) No thermohaline circulation; s 5 0.

The dispersion relation (18) reduces to

s 5 2 fge2(1/2)s 2 l, (20)

which is of the same form as the archetypal delayed
oscillator model for ENSO [see Battisti and Hirst
(1989), their Eq. (2.10)]. Here, however, the interpre-
tation of the terms is somewhat different. In the mid-
latitudes problem observations strongly suggest that l
(which represents the sum of all those processes that
induce local changes in SST) is positive and so local
processes induce decay. In the tropical eastern Pacific,
however, anomalous upwelling can, perhaps, lead to l
becoming negative and so local processes may them-
selves lead to growth.

Multiplying (20) by its complex conjugate we obtain

(sr 1 l)2 1 5 ( fg)2 .2 2(1/2)srs ei

For small growth rates (sr K l), and when air–sea
interaction dominates ( fg K l) only decaying, non-
oscillatory solutions are possible. But for small growth
rates (sr K l) and if local processes do not dominate
( fg . l), then oscillatory solutions are possible. Note,
however, that the physically relevant region of param-
eter space is fg ; l ; 3.

Marginal stability of the delayed oscillator model (sr

5 0) occurs when

sis 2 fg sin 5 0, (21)i 2

sil 1 fg cos 5 0. (22)
2

Figure 9a plots the frequency of the mode, si, at neutral
stability, at which point 5 ( fg)2 2 l2, and the critical2s i

coupling coefficient, fg, as a function of l. Jin (1997)
also considers the case in which l , 0, noting the con-
nection to the theory of ENSO modes. But here, in

middle latitudes, l is unlikely to be negative. We see
that:

1) If l 5 0 (no damping) then fg . si 5 p for unstable
modes to be allowed. If l . 0, the critical value of
fg must be larger than p but, in the limit of large
l, fg/l → 1 at marginal stability. The central role
of the parameter R 5 fg/l, the coupling constant in
(12), is again clear, as could have been anticipated
by inspection of Eq. (17).

2) The frequency of the neutral mode lies in a narrow
range, between p , si , 3p/2, over a wide range
of l, corresponding to a period between 4/3 and
twice the Rossby wave propagation period.

When l ; 2, inspecting Fig. 9a we find that at neutral
stability fg ; 4 which, using (A36), tells us that f ;
0.4 if g ; 10.

In Fig. 10 the same information is presented in di-
mensional form and perhaps in a more physically ap-
pealing way—the critical value of f (QG/AY) required
to achieve marginal stability is plotted against (Co/
tdelay)l, where from (A36), (A37), and (A39),

C Ho ekl 5 l 2 f .ot Ydelay

Note that both axes are now in units of watts per square
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FIG. 10. The quantity fQG/AY as a function of lo 2 fHek/Y at
marginal stability for sm 5 0.

meter per Kelvin, the unit of the damping coefficient
lo, and that ( fQG/AY)/(lo 2 fHek/Y) is just R, Eq. (13)
written out in detail. Frankignoul et al. (1998) show
convincingly, by analyzing the covariance between ob-
served winter–time SSTs and observed fluxes, that lo

; 20 W m22 K21 in the North Atlantic. If f were equal
to unity, then Fig. 4b shows that the magnitude of the
Ekman term in the above is significant since it is of the
correct sign to partially offset damping by air–sea in-
teraction, which cools to the north and warms to the
south in the positive phase of the NAO. If f ø 0.4, as
estimated above, then Ekman processes are still seen to
provide a positive feedback on SST, particularly in the
regions of strongest SST anomalies (compare Fig. 4b
to Fig. 2b), just where they are most effective. The
physically relevant section of the abscissa of Fig. 10,
then, is in the range 10–20 W m22 K21 and so fQG/AY
must be in the range 20–30 W m22 K21 to achieve
marginal stability and oscillatory behavior. Is this pos-
sible or likely?

It is first worth reminding ourselves that, in the frame-
work of our simple model, fQG is the heat delivered by
the intergyre gyre to the northern ‘‘triangle’’ of the Z,
associated with its driving by winds induced by SST
anomalies. In the appendix we estimate QG to be ; 1/4
PW and A 5 4.5 3 1012 m2—thus QG/AY ; 50 W m22

K21. Thus f, the feedback of SST on wind, must be in
the range 0.4–0.6 to reach marginal stability. This—see
(A41)—is a stress of 0.0125 N m22 if ToN 5 1/2 K and
should be compared to the unit strength of the NAO
stress anomaly, twind 5 0.05 N m22 (as suggested by
Fig. 2a). If the stress is related to the wind by t 5
racD , where us is the surface wind, then tSST/twind ;2us

2 /us . Thus we require a surface wind anomaly ofu9s
strength /us ; 0.0125/(2 3 0.05) ; 0.125, which isu9s
only ; 0.6 m s21 if us 5 5 m s21. This is equivalent
to a pressure change of less than 1 mb in 1000 km in
response to the dipole SST anomaly of 61/2 K.

Modeling results (Rodwell et al. 1999) suggest that
an atmospheric response to SST anomalies of order 1
m s21 per 18 SST anomaly are not unreasonable. The
analysis of the surface stress response of ECHAM 2 to

SST anomalies in the Atlantic presented in Fig. 2 of
Neelin and Weng (1999) suggests that f can indeed
reach ;0.4 giving fg ; 4 if g 5 10. Figure 9b plots
the growth rates predicted by the delayed oscillator
model, as a function of fg. We observe weakly damped/
growing modes in the range 4 , fg , 6, which could
be readily excited in the presence of stochastic noise.

(ii) Including thermohaline circulation; s ± 0.

In the absence of ocean gyres, fg 5 0, we obtain
damped oscillations with

2l l
2s 5 sm 2 , s 5 2 .i r4 2

The natural frequency sm can be excited by stochasticÏ
atmospheric forcing, provided the damping is sufficient-
ly weak. If the damping is strong, however, such that
l2/4 . sm, then we obtain pure damping with no os-
cillations at all; ‘‘critical damping’’ occurs when l2/4
5 sm in which case the system when perturbed by ex-
ternal forcing smoothly moves to its new equilibrium
without oscillation or overshoot. If s 5 1/5, m 5 20,
and fg 5 0, then sm 5 4 and l2/4 ; 2.5 suggesting
that oscillations will be damped rather rapidly by air–
sea interaction.

When fg ± 0, marginal stability occurs when, setting
sr 5 0 in (19):

sis s 2 fg sin 5 sm, (23)i i1 22

in place of (21) with (22) remaining the same.
Figure 11 plots the critical coupling coefficient, fg,

and the frequency of the mode, si, at neutral stability,
as a function of l for different values of thermohaline
coupling sm. Note that for sm 5 0 we obtain the curves
shown in Fig. 9. We see that as sm is increased, the
frequency of the mode increases and the value of the
critical coupling coefficient decreases. In particular, at
l 5 0 then si 5 p and

sm
fg . p 2

p

for growing modes. If s 5 1/5 and m 5 20 then fg must
exceed only 1.9 rather than p if s 5 0. This brings f
down to only 0.2 if g 5 10.

Thus we see that if thermohaline variability is gov-
erned by an equation of the form (7), then it can play
a catalytic role, making it easier for the delay introduced
by the gyre to destabilize the system.

c. The role of thermohaline circulation

We saw above that, for the particular model of ther-
mohaline dynamics assumed, its inclusion did not fun-
damentally alter the nature of the coupled problem, al-
though the conditions for marginal stability were mod-
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FIG. 11. The quantities (a) fg and (b) si at neutral stability plotted
against l for different values of thermohaline coupling sm, obtained
by solving (22) and (23).

ified and, in fact, made rather easier to achieve. In the
absence of gyre dynamics our model of thermohaline
circulation, (7), leads to damped harmonic oscillation,
when coupled to (5). The essential reason is that Eq.
(7) does not introduce a delay in to (17).

A commonly held view is that the thermohaline cir-
culation rather quickly comes into balance with chang-
ing boundary conditions and forcing, on a timescale set
essentially by the propagation speed of Kelvin waves
(Kawase 1987). Kawase investigated the response of a
shallow water model to mass injection at the north-
western boundary and studied the emanation of Kelvin
waves along the boundary and across the equator. As-
suming a mean gravity current of 2 m s21, one obtains
a travel time down the western boundary of only a few
months. If the adjustment time of the thermohaline cir-
culation is indeed this rapid, it is appropriate to set ]/]t
to zero in (7) and balance the solenoid term by a fric-
tional term, in «, thus:

«Cm 5 2sT. (24)

If this is the equation governing thermohaline dynamics,
it merely introduces another damping process into (17).

Marotzke and Klinger (2000), however, in a study of
the spinup of the thermohaline circulation using the
Geophysical Fluid Dynamics Laboratory (GFDL) nu-

merical model, strongly argue against such a rapid ad-
justment timescale. They show that density anomalies
induced in the north by convection are advected south-
ward by the deep western boundary current. It is the
advective timescale of the western boundary current,
from years to decades, that controls the adjustment time-
scale of the overturning to changes in forcing. This ad-
vective timescale introduces a delay. Joyce et al. (2000)
review observational evidence, and develop a simple
conceptual model, of the delay between the transport of
Labrador Sea Water at the Gulf Stream separation point
and its creation by convection in the Labrador Sea.

Let us suppose, then, that in analogy with (16),4

t 1
C 5 2s T dt . 2sT t 2 , (25)m E 1 22t21

but now we imagine the delay mechanism to be advec-
tion of convectively modified waters—for example,
modified by the northern half of the dipole forcing that
pushes in to the Labrador Sea in Fig. 3a. Equation (25)
looks back in time over that delay period, and so the
strength of the thermohaline circulation at any time de-
pends on the integral of the dipole solenoid term forcing
over that period. The delay time will, of course, gen-
erally be different from that of first baroclinic Rossby
waves propagating across the ocean basin, but for the
sake of simplicity we have supposed that tdelay | moc 5
tdelay | gyre. There are interesting interactions between Cm

and Cg, particularly when tdelay | moc ± tdelay | gyre, but we
will not consider them here.

1) COUPLING WITH MOC IN THE ABSENCE OF

GYRES

If (25) is our model of the response of thermohaline
circulation to forcing, rather than (24) or (7), then in
the absence of ocean gyres (g 5 0) the analysis of sec-
tion 4b(2) carries over unchanged on replacing f with
s and g by m. The conditions for marginal stability are
given by (21) and (22) with fg → sm. Thus Fig. 10 is
also appropriate for the coupling of thermohaline cir-
culation with an atmospheric jet stream if we interpret
the ordinate as sQM/AY. Thus again sQM/AY must be
in the range 20–30 W m22 K21 to achieve marginal
stability. Setting QM to 1/2 PW and using the same value
of A, then s must exceed 1/3. If T 5 1/2, then Cm 5
Cmac/CM ; 1/6, implying a thermohaline circulation
anomaly of 62.5 Sv, if CM 5 15 Sv, roughly as has
been observed in models and in accord with inferences
from observations.

4 The differential equation that goes along with the integral equa-
tion (25) is ]Cm/]t 2 |V |]Cm/]y 5 2sT, where |V | is the southward
meridional advective speed associated with the mean MOC at which
the anomaly is advected. The close analogy with (6) and (8) is evident.
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FIG. 12. Power spectrum of stochastically forced delay model com-
puted from Eq. (27) with l 5 2.75 as a function of D for two delay
times (a) tdelay 5 1/2 and (b) tdelay 5 1. The period corresponding to
v 5 p is, dimensionally, ;12 yr, if tdelay 5 4 yr.

2) STOCHASTICALLY FORCED THERMOHALINE

MODEL

Now we have

]
T 5 2DT(t 2 t ) 2 lT 1 F , (26)d T]t

where D (for delay with time td) is D 5 sm, the delay
term due to thermohaline circulation and FT is a sto-
chastic forcing term. For a component FT 5 F̂Teivt, (26)
has solutions:

F̂TT̂ 5 . (27)
2ivtd(iv 1 De 1 l)

The power spectrum is plotted in Fig. 12 for various
values of D at two different delay times: td 5 1/2 and
1 in (26). When D 5 0 we observe the canonical be-
havior: a red spectrum at high frequencies that levels
out when v & l. But when D ± 0, we observe a peak
at the natural frequency of the system corresponding to,
in the case td 5 1/2, v ; si ; 4.5 (see Fig. 11b when
l ; 2.75). Note that the natural modes of the system

are weakly damped in the case D 5 2 & l 5 2.75. The
peak becomes more marked as D increases through its
critical value and is unrealistically large for D 5 4. If
the delay timescale is longer, the peak shifts toward
lower frequencies. The spectral peaks seen in Fig. 12
are notably absent in Fig. 8, due to the neglect of heat
storage in the latter.

5. Discussion and conclusions

Air–sea interaction in midlatitudes leads to strong
damping of SST and associated oceanic thermal anom-
alies at a rate controlled by l if local processes domi-
nate, as in the Hasselman (1976) canonical model of
climate variability, written here in our nondimensional
form:

]T
5 2lT 1 F .T]t

In middle latitudes there do not appear to be local pro-
cesses analogous to equatorial upwelling events asso-
ciated with ENSO that can significantly offset this
strong local damping. As long as local processes dom-
inate, air–sea interaction will rapidly damp the char-
acteristic patterns of SST anomaly induced by stochastic
NAO forcing.

Here we have discussed, motivated by inspection of
the patterns of NAO stresses and air–sea fluxes in sec-
tion 2, how changes in ocean gyres and thermohaline
circulation induced by NAO forcing (essentially merid-
ional shifts in the atmospheric jet stream) could lead to
anomalous advection of heat, which modify, and per-
haps fundamentally change, the nature of the above bal-
ance in the vicinity of the separated Gulf Stream on
interannual-to-decadal timescales. These nonlocal pro-
cesses can turn the above into ‘‘delayed oscillator’’ form
(26), in which the delay term can be due to gyre dy-
namics (D 5 fg) or thermohaline circulation (D 5 sm),
or terms representing a combination of the two, with
obvious connections to the theories of ENSO outlined
in, for example, Battisti and Hirst (1989). Moreover, as
shown in section 4, the form (26) arises naturally out
of thermodynamical and dynamical considerations mo-
tivated by observations reviewed in section 2, making
the physical interpretation of the terms and nondimen-
sional numbers rather transparent.

Following Battisti and Hirst (1989) insight into the
role of ocean circulation in (26) can be obtained by
multiplying it through by T to yield (setting FT 5 0):

21 ]T 1
25 2DTT t 2 2 lT .1 22 ]t 2

Whether T 2 grows or decays from one maximum to the
next depends on the sign of D # TT(t 2 1/2) dt relative
to l # TT dt over the period of the oscillation. If there
is a negative correlation between T and T(t 2 1/2) over
the period, then growth is possible. This can occur when
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FIG. 13. Schematic diagram showing the role of ocean circulation
in the coupled problem. The controlling parameter is R 5 fQG/[A(lo

2 fHek/Y)Y]. The numerator is the heat carried across the diagonal
of the Z by ocean currents driven by SST-induced wind anomaly.
The denominator is the heat lost due to damping of SST anomalies
in the triangle to the north, less the feedback due to Ekman processes.
If R ; 1, weakly damped/growing oscillatory solutions are possible,
because then advection of heat by anomalous currents can balance
locl damping of SST anomalies by air–sea interaction.

FIG. 14. The phase of the intergyre gyre, SST, and the anomalous
winds as a function of frequency according to our delayed oscillator
gyre model. On short time scales, (i) SST passively responds to NAO
forcing generating low SST to the north and warm SST to the south.
On very long timescales, (ii) ocean circulation damps SST anomalies,
reducing the power in its spectrum at low frequencies relative to the
case of no ocean circulation—see Fig. 12. At resonant frequencies,
(iii) ocean circulation enhances SST anomalies.

the period of the oscillation in T is between, roughly,
1 and 2 delay times and D is sufficiently large. Studies
of the stability of the coupled system in section 4 indeed
show that ocean circulation, if delayed, can offset the
effect of damping, bringing the coupled system to neu-
trality, weak damping or even growth, provided that R
5 D/l is sufficiently large. If R exceeds a critical value
[that R * 1 as suggested intuitively by inspection of
(26)], then stochastic forcing by NAO variability can
‘‘ring’’ the system exciting oscillatory modes rather than
be resisted by strong damping. Note that it is not of
much practical import whether unstable modes exist,
only that R * 1—in middle latitudes there is a wealth
of stochastic variability to energize neutral or weakly
damped modes.

This critical condition on R 5 fQG/[A(lo 2 fHck/
Y)Y] can be understood with reference to the schematic
diagram (Fig. 13). Consider for a moment the role of
the intergyre gyre. The numerator of R is just the heat
carried across the diagonal of the Z by anomalous cur-
rents driven by SST-induced wind anomaly. The de-
nominator is the heat lost due to damping of SST anom-
alies in the triangle to the north, less the feedback due
to Ekman layers. If the nonlocal process, advection by
the gyre, balances the local one, damping by air–sea
interaction, then neutrality is achieved and stochastic
forcing will excite oscillations in the coupled system
with a timescale set by the delay in the gyre response.
Note that the numerator depends on both f, the feedback
of SST on the NAO, and the efficiency of the intergyre
gyre heat transport mechanism QG. Even though f may
be small, fQG can be significant if QG is large. In the
Atlantic Ocean QG may indeed be large because it is
associated with subtle changes in the Gulf Stream/North
Atlantic Current system, which, in the mean, carry huge
quantities of heat meridionally and are sensitive to me-
ridional shifts in the surface stress pattern. Our inter-
pretation and association of QG with an intergyre gyre
is important in this regard: the meridional shift of the
zero-curl line is a central ingredient of the mechanism
because shifts, in contrast to changes in wind curl am-

plitude, can induce large anomalous heat transport
across the climatological boundary of the gyres. We
estimated in section 4 that f must reach about 1/2 to
achieve neutral stability, which corresponds to a tSST of
0.0125 N m22 if ToN 5 1/2 K, much as is observed in
atmospheric models driven by midlatitude SST anom-
alies. A tSST of this magnitude can, from (A22), drive
an intergyre gyre of magnitude Cig | w ; 62.5 Sv with
a heat transport of ;60.07 PW if QG 5 1/4 PW, suf-
ficient to balance air–sea interaction and suggesting that
the delay term in (26) may indeed play a role. The
denominator of R also depends on f : the positive feed-
back of Ekman layers on SST acts to partially offset
damping of SST due to air–sea interaction, increasing
R and helping to bring the system toward neutrality.

Figure 14 shows the phase of the intergyre gyre, SST,
and the anomalous winds in the high NAO state as a
function of frequency according to our delayed oscil-
lator gyre model. On short timescales, (i) SST passively
responds to NAO forcing generating anomalously low
SST to the north and warm SST to the south. On very
long timescales, (ii) the Bjerknes limit sketched in Fig.
6, ocean circulation damps SST anomalies, reducing the
power in its spectrum at low frequencies relative to the
case of no ocean circulation (see Fig. 12). At resonant
frequencies, (iii) ocean circulation enhances the power
in SST anomalies relative to the canonical model.

In the case of thermohaline circulation, fQG → sQM

and similar arguments apply if thermohaline circulation
introduces a delay, but the dynamics we have assumed
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for time-dependent thermohaline circulation are suffi-
ciently tentative that its role requires further elucidation.
We believe that thermohaline circulation can indeed in-
troduce important delay timescales and, moreover, time-
scales that could be as short as that associated with gyre
dynamics. The dipole of NAO forcing does not ‘‘pull’’
the whole planetary-scale conveyor but rather introduc-
es anomalies in overturning circulation that are local to
it and so may be associated with rather short (less than
about decadal) timescales. The role of thermohaline cir-
culation is probably best studied by designing numerical
experiments that focus on the mechanism of time-de-
pendent thermohaline circulation in response to sto-
chastic dipole forcing.

The mechanism described here—with its emphasis on
an intergyre circulation anomaly driven by and inducing
meridional shifts in the zonal wind pattern—provides a
simplified framework to explore the ideas first set out
by Bjerknes (1964). In a broad sense it also has much
in common with the gyre-jet mechanism of Latif and
Barnett (1994), although many of the details differ. In
its focus on SST dipole anomalies in the vicinity of the
separated Gulf Stream, it addresses the genesis mech-
anism of SST anomalies that are observed to progress
westward in observations by Sutton and Allen (1997)
and Hansen and Besdek (1996), and in models by Vis-
beck et al. (1998). The perspective given by the inter-
gyre gyre mechanism is one of a strongly damped stand-
ing wave oscillator, energized by basinwide stochastic
forcing. It emphasizes the standing-wave aspects of the
problem, but superimposed on it will be the slow ad-
vection of anomalies by the mean currents, as suggested
by the observations of Sutton and Allen (1997).

No attempt has been made here to incorporate the
seasonal cycle into our model. There are two important
issues. In our scale estimates we have chosen strengths
typical of the wintertime NAO; although the NAO has
significant power in the summer months and a nonneg-
ligible amplitude during the whole year, the annual mean
forcing is a factor (,1 and ;0.6; A. Czaja 2000, per-
sonal communication) of the wintertime NAO. Second,
the wintertime NAO will be associated with wintertime
SSTs, which are in contact with deep thermal anomalies
that become capped in the summertime and reemerge
the following winter. This capping is likely to reduce
the effective damping of SST anomalies; thus the annual
mean air–sea damping, l, is perhaps also a factor (,1)
of the wintertime value assumed here. Thus these two
aspects are likely to offset one another in terms of their
effect on the critical parameter R, one appearing on the
denominator, the other in the numerator.

We have made gross assumptions about the effect of
SST anomalies on the surface stress field beneath the
atmospheric jetstream—as expressed in (8). Experi-
ments with AGCMs suggest that midlatitude SST anom-
alies have a rather small influence on the atmospheric
jet stream. However, the all-important meridional shifts
in the surface patterns are subtle and even though they

may not be large, they can be associated with very sig-
nificant air–sea flux anomalies. Further experiments
with AGCMs, perhaps driven by surface flux anomalies
rather than SST, are required with the ideas set out here
in mind.

Last, the mechanisms discussed in this paper have
characteristic spectral signatures in SST and sea level
pressure that are being sought in the observations and
will be reported later.
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APPENDIX

Derivation of Coupled Model

a. Heat budget of the upper ocean

Consider the 4-box model sketched in Fig. 7. The
boxes can be considered to represent regions on either
side of the climatological position of the zero-wind-
stress-curl line in the North Atlantic, the diagonal of the
Z in Fig. 5a. There are two boxes in the atmosphere
and two in the ocean. The atmospheric boxes extend
over the depth of the troposphere: the ocean boxes are
imagined to be deep enough to contain within them the
fluid that undergoes modification by air–sea interaction.
We imagine that stochastic winds and fluxes associated
with the NAO drive Ekman fluxes, anomalies in the
strength of the intergyre gyre Cig | w, and induce tem-
perature differences between the two ocean boxes, dTo,
and hence anomalies in the overturning circulation,
Cmoc. These result in anomalous ocean heat fluxes be-
tween the two ocean boxes, Qo, inducing thermal anom-
alies, q, which in turn change the air–sea fluxes H, ther-
mal radiation emitted to space I, temperature gradients
in the atmosphere, dTa, the atmospheric jet stream, and
hence the surface winds.

Writing down the heat budget for each box, assuming
that the storage of heat in the atmosphere is negligibly
small, we obtain (see Fig. 7)

]qN 5 Q 2 Q 2 H , (A1)o ek N]t

]qS 5 2Q 1 Q 2 H , (A2)o ek S]t

H 1 Q 5 I , (A3)N a N

H 2 Q 5 I , (A4)S a S

where the subscripts N and S represent north and south,
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respectively. It should be emphasized that no attempt is
made here to represent the seasonal cycle or entrainment
fluxes at the base of the ocean boxes—the model is
perhaps best thought of as representing winter anoma-
lies; see the discussion in section 5. All of the above
quantities represent anomalies about their climatological
values.

We are interested in the evolution of temperature dif-
ferences across the diagonal of the Z because they can
affect the overlying atmospheric jet stream. Thus dif-
ferencing the two ocean boxes we obtain

]
dq 5 2Q 2 2Q 2 dH, (A5)o ek]t

where d( ) 5 ( )N 2 ( )S.
Summing the two ocean boxes we find

]
(q 1 q ) 5 2(H 1 H ),N S N S]t

where qN 1 qS is the change in total heat storage of the
ocean within the Z as a whole and (HN 1 HS) is the net
air–sea flux over the Z. If we suppose that anomalies
in air–sea interaction associated with the NAO are lim-
ited to the region straddled by the Z in Fig. 5, then since
they have a dipole form (see Fig. 3a), we can assume
that HN 1 HS 5 IN 1 IS 5 0, where the H’s are the
anomalous air–sea heat fluxes, the shaded regions on
either side of the diagonal of the Z. That this cancellation
is realized in nature can be seen from Fig. 3b, where
the oceanic heat flux implied by Fig. 3a is plotted. In
NAO(1) the implied flux rises to a maximum at a lat-
itude of 488N but decreases to zero by the time 658N
has been reached. Thus, HN 1 HS 5 0 and so, from the
above, (]/]t)(qN 1 qS) 5 0. Thus qN 5 2qS and so

ToN 5 2ToS. (A6)

Thus dq 5 2qN, dH 5 2HN, and (A5) just reduces to
(A1); because of the asymmetry across the diagonal of
the Z we need only consider either the northern or the
southern boxes—the northern box is chosen for con-
venience. We now go on to consider the heat fluxes
between the boxes.

OCEAN HEAT FLUXES: GYRE, THERMOHALINE, AND

EKMAN

The heat flux achieved by the intergyre gyre and by
anomalies in overturning circulation are assumed to be
given by (2) and (3), respectively.

Anomalous heat flux convergence due to Ekman lay-
ers is written thus:

y tnaoQ 5 c DT L , (A7)ek o x fo

where t nao is the anomalous surface wind stress and DT y

(.0) is the difference in SST averaged across the basin
at latitudes corresponding to the horizontal lines of the

Z (the DJF mean SST is plotted in Fig. 4a). We see that
if the NAO is high, then t nao . 0 and Qek . 0. Thus
from (A1) and (A2), Ekman transport cools the ocean
north of the diagonal of the Z and warms it south of
the diagonal, as in Fig. 4a. Note that (A7) can be ex-
pressed as a pseudo air–sea heat flux by dividing it by
the surface area of the box to yield a dipole pattern, just
as seen in the observations in Fig. 4b.

We express the air–sea flux over the triangle of area

L Lx y
A 5 (A8)

2

in terms of the air–sea temperature difference thus:

HN 5 lo,aA (To 2 Ta)N, (A9)

where lo,a is the linearized coefficient of combined la-
tent and sensible heat flux.

Using (2), (3), (A7), and (A9), (A1) becomes, noting
that qN 5 CoAToN:

]
C A T 5 Q C 1 Q C 2 Q to oN M m G g | w E]t

2 l A(T 2 T ) (A10)o,a o a N

(which is the starting point for our discussion in section
3), where

z
Q 5 r c DT 3 C (A11)M o o M

is a scale for heat transport due to thermohaline cir-
culation,

CmocC 5 (A12)m CM

is a nondimensional measure of the strength of the
anomalous overturning circulation with respect to the
scale CM,

zerocurl
Q 5 r c DT 3 C (A13)G o o G

Cig
C 5 (A14)g CG

are analogous quantities for gyre circulation,

y twindQ 5 c DT L (A15)E o x fo

is a scale for Ekman heat transport,

tnaot 5 (A16)
twind

is a nondimensional measure of the surface wind stress
with respect to the scale twind, and

Co 5 rocoh (A17)

is the heat capacity of the top h meters of ocean.
It should be emphasized that Eq. (A10) is expressed

in terms of ToN but, in view of (A6), the same equation
(but with reversed signs) governs the evolution of ToS.
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Thus ToN (or ToS) is also telling us about the evolution
of the north–south temperature difference across the di-
agonal—those gradients can be induced by Ekman heat
transport, ocean gyres, thermohaline circulation, and
stochastic air–sea heat flux.

We now go on to discuss the dynamics that control
Cm and Cg | w in (A10).

b. Incorporating dynamics

1) THE INTERGYRE GYRE

We suppose that changes in wind stress induce chang-
es in the strength of Cig via the communication of linear
oceanic baroclinic Rossby waves in a flat-bottomed
ocean with an eastern boundary across which there can
be no normal flow, just as in, for example, Frankignoul
et al. (1997):

]C] ig 22 C 1 c 5 L f w , (A18)ig R r o enao]t ]x

where Cig 5 hw with h a baroclinic depth scale and w
represents changes in the (first baroclinic mode) stream-
function, f o is the Coriolis parameter and

cR 5 2bLr (A19)

is the zonal phase speed of long, nondispersive Rossby
waves with Lr the oceanic deformation radius, and we

is the Ekman pumping velocity. Note that only the bar-
oclinic response of the ocean is considered. We suppose
that the gyre’s heat transport is accomplished primarily
by advecting the mixed layer temperature; if the upper-
layer of a two-layer model is thin, then the baroclinic
velocities in the upper layer will be much larger than
the barotropic velocities, and so accomplish most of the
transport.

The north–south extent of the domain, Ly, is set by
that of the Z—that is, it is bounded by the horizontal
zero-curl lines of the anomaly, a distance Ly apart (see
Figs. 1b and 5). The eastern boundary is at x 5 0 and
the east–west extent of the basin is Lx, see Fig. 7b.

We write

py
t 5 2t cos (A20)nao wind 1 2Ly

for the zonal component of the NAO(1) wind anomaly,
varying as sketched in Fig. 8b, and capturing the essence
of the observations (Fig. 2a). Thus

t p pywindw 5 2 sinenao 1 2r f L Lo o y y

and is of one sign in the region straddled by the Z—as
sketched in Fig. 5.

Substituting the above into (A18) and rearranging we
obtain

] ] c pyR2 C 1 c C 5 2t sin , (A21)g R g 1 2]t ]x L Lx y

where Cg is given by (A14) and t by (A16). Note that
to derive the above we have divided (A18) through by
the scale CG that appears in eq (A14), and set that scale
to be

L ptx windC 5 , (A22)G r L bo y

the transport of a gyre in Sverdrup balance on a b plane
driven by a wind of strength twind of the form (A20).

We suppose that

t 1 tstochastic SSTt 5 (A23)
twind

is made up of a stochastic, white noise component, rep-
resenting the high-frequency, stochastic element of the
NAO acting on the ocean and a component tSST, which
is the feedback of SST on the NAO wind stress. Here
t stochastic is independent of SST anomalies, tSST depends
on SST anomalies. Unlike here, Neelin and Weng (1999)
also consider stochastic forcing whose probability den-
sity function depends on SST. Note that stochastic and
SST-dependent stress are assumed to have the same spa-
tial form—that given in (A20) and sketched in Fig. 7—
but have different temporal behavior.

As shown by Frankignoul et al. (1997), an ocean
governed by Eq. (A21) with tSST 5 0, responds to im-
posed stochastic forcing in a ‘‘red’’ manner. For ex-
ample, the time series of intergyre gyre transport, Cg | w

5 Cg(x 5 2Lx) and heat flux, Qig 5 Cg | wQG, shown
in Fig. 8a is obtained by integrating Eq. (A21) for-
ward—using MATLAB—assuming a white noise forc-
ing (details are given in section 4). There is a flattening
of the spectrum at frequencies lower that that associated
with the time taken for Rossby waves to propagate
across the basin—we solved for the spectrum of vari-
ability analytically in section 4.

This, then is our model of Cg | w, in Eq. (A10). We
now go on to discuss the dynamics governing Cm.

2) THERMOHALINE CIRCULATION

The dynamics that govern the time-dependent ther-
mohaline circulation are poorly understood (see dis-
cussion in section 4c). Provisionally we suppose, by
analogy with the equation describing the overturning of
a nonrotating fluid under the action of gravity, that

1 ] g*a
2 F 5 dT ,o2L ]t Lz y

where g* is an ‘‘effective’’ g acting on horizontal tem-
perature gradients, F is the anomaly in the overturning
streamfunction, Lz is its vertical scale, and a is the ther-
mal expansion coefficient of water.

Noting that Cmoc (m3 s21) is Cmoc 5 LxF, where Lx
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is the east–west scale, we multiply through by Lx and
rearrange the above to obtain, using (A6):

]
C 5 2ST , (A24)m oN]t

where
22g*aL Lz xS 5

C LM y

is a ‘‘solenoid’’ term and Cm is defined in (A12). Sto-
chastic forcing of the thermodynamic equation (A10)
will induce temperature gradients, which in turn drive
thermohaline circulation: if ToN , 0 then a positive ther-
mohaline circulation anomaly, Cm . 0, will be induced
with enhanced sinking to the north.

Equation (A24) should be regarded as a ‘‘place hold-
er.’’ The implications of different formulations are dis-
cussed in section 4c. Note that although (A24) does not
yet include a frictional term, we nevertheless expect to
find damped oscillatory solutions when it is coupled
with (A10) and Ekman and gyre terms are set to zero.

c. Coupling assumptions

Equations (A10), (A21), and (A24) form a coupled
system, provided that we can express tSST, the feedback
of SST on surface winds in (A23), and TaN in (A9) in
terms of ToN.

We do not attempt to develop a mechanistic model
of the feedback of SST on surface winds—but see Cessi
(2000). Instead we simply write

t TSST oN5 2 f , (A25)
t Ywind

where f is a constant that maps ToN onto tSST. Here Y
is a typical magnitude of the SST anomalies. We choose
f to be a positive constant so that if ToN , 0, corre-
sponding to colder water in the northern triangle of the
Z and warmer waters to the south, then tSST . 0, with
stronger winds, a positive NAO and the jet stream shift-
ed poleward of its climatological position, as in Fig. 2a.
Conversely if ToN . 0 then the above yields NAO(2)
and a jet stream that has shifted southward.

Clearly (A25) is a simple parameterization of a very
complex and incompletely understood chain of events
in which synoptic-scale atmospheric eddies play a cen-
tral role. We imagine that enhanced low-level baroclin-
ity associated with enhanced SST gradients across and
beneath the atmospheric jet stream, increases wave ac-
tivity in the Atlantic storm track and hence the efficiency
with which synoptic eddies transport westerly momen-
tum into midlatitudes. Enhanced upper-level momentum
transport projects efficiently onto the equivalent baro-
tropic structure of the NAO and can readily excite it,
‘‘bringing’’ the upper-level westerlies down to the sur-
face. Such a response has been observed in general cir-
culation models of the atmosphere driven by dipoles in

SST anomalies. For example, analysis of the ECHAM
2 AGCM driven by interannual SST forcing is presented
by Neelin and Weng (1999, see their Fig. 2) and supports
the simple representation (A25): dipole SST forcing in
the North Atlantic with warm to the north and cold to
the south induces a westward wind stress anomaly sug-
gesting that f . 0. Figure 3 of Rodwell et al. (1999)
shows the response of the Hadley Center model to NAO
SST tripole forcing, again suggesting that f in (A25) is
positive.A1 Finally, connections between tSST and SST
can also be deduced from observations (but, because
NAO S SST, somewhat more ambiguously with respect
to cause and effect)—see, for example, Deser and Black-
mon (1993)—and again suggesting that f is positive.

To obtain a relationship between TaN and ToN we re-
arrange (A3) thus:

Qa 5 2lo,aA(To 2 Ta)N 1 BAToN,

where we have used (A9) for the air–sea flux; set

IN 5 A,BTNSST
(A26)

where B is a radiative constant (see Simmonds and Chid-
zey 1982); and equated with ToN. But, supposingTNSST

that Qa 5 2(dTaN/|DTa|)Qa , where Qa is the mean pole-
ward heat transport across the jet stream in the mean
and |DTa| is the temperature change across the atmo-
spheric jet stream in the mean, the above can be rear-
ranged to yield our sought-after relationship between
TaN and ToN:

TaN 5 hToN,

where

B
1 21 2lo

h 5 . (A27)
2Qa1 11 2|DT |l Aa o

We will see in appendix section d(2) that h is positive
and about 1/2.

Finally, the air–sea temperature difference is

(To 2 Ta)N 5 (1 2 h)ToN, (A28)

expressing the fact that the atmosphere warms up over
a warm SST anomaly, reducing the air–sea flux.

d. The coupled system

1) NONDIMENSIONAL EQUATIONS

The system—(A10), (A21), (A24)—together with the
coupling relationships (A25) and (A28) may be written

A1 Note, however, that R. T. Sutton (2000, personal communication)
argues—but using a different version of the Hadley Center model
than that employed by Rodwell et al. (1999)—that the southernmost
lobe of the SST tripole in Fig. 2b is the primary NAO excitation
mechanism, rather than the dipole straddling the Gulf Stream being
invoked here.
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for the gravest meridional mode in the following non-
dimensional form, where x has been nondimensional-
ized with respect to Lx, time with respect to tdelay 5 Lx/
cR, and temperature with respect to Y:

]
T 5 mC 1 gC 2 lT 1 F , (A29)m g | w T]t

] ]
2 C 1 C 5 2t, (A30)g g]t ]x

]
C 5 2sT, (A31)m]t

t 5 F 2 f T, (A32)t

where FT, Ft are stochastic forcing terms, for T and t ,
respectively,

tQ delayGg 5 and (A33)
AY Co

tQ delayMm 5 . (A34)
AY Co

The temperature in the northern ocean box, nondimen-
sionalized with respect to Y, is

ToNT 5 (A35)
Y

and the damping of ocean temperature anomalies by air–
sea interaction is controlled by

l 5 d 2 fe, (A36)

where

tdelay
d 5 l (A37)o Co

with

l 5 l (1 2 h) (A38)o o,a

the damping coefficient for ocean temperature anoma-
lies and

tH delayeke 5 (A39)
Y Co

represents the positive feedback of Ekman layers on T,
where

y
Q c DT tE o windH 5 5 2 (A40)ek A L fy o

using (A15) and (A8) to yield a discrete version of (1).
The feedback of SST on the wind (A25) has been

written

tSST 5 2 f T (A41)
twind

and combined with (A23) to yield (A32).

Finally, the solenoid term driving meridional over-
turning is

s 5 SYtdelay. (A42)

In (A29) → (A32), all variables are nondimension-
alized and the constants m (for meridional overturning),
g (gyre), d (damping), e (Ekman), f (feedback), and s
(solenoid) are dimensionless.

2) NUMERICAL ESTIMATES

If Lx 5 3000 km and cR 5 2 cm s21, appropriate if
the delay is governed by first baroclinic mode Rossby
waves, then our unit of time is tdelay 5 1.5 3 108 s or,
roughly, 4 yr. In these units a period of 8 yr corresponds
to a nondimensional frequency of v 5 p.

Our scale for gyral heat transport is QG, Eq. (A13)—
the heat transport of a gyre of strength CG crossing a
mean temperature field with zonal temperature differ-
ence . If twind 5 0.05 N m22, Lx 5 Ly 5 3000

zerocurl
DT

km, b 5 1.6 3 10211 s21, then CG, Eq. (A22), is 10
Sv. Setting 5 68C, a rough estimate of the

zerocurl
DT

change in DT along the climatological zero-curl line—
see Fig. 4a—then QG 5 1/4 PW [see discussion in sec-
tion 2c(1)].

We set our scale for thermohaline heat transport, Eq.
(A11), to be QM 5 1/2 PW, appropriate if CM 5 15 Sv
and DT z 5 88C (see section 2d).

The surface area occupied by 1/2 of the Z is A 5
(3000 km 3 3000 km)/2 5 4.5 3 1012 m2. The heat
capacity of the upper 200 m of this ‘‘triangle’’ of ocean
is rocohA 5 103 3 4103 3 200 3 4.5 3 1012 5 3.6 3
1021 J K21.

With the above choices we obtain, setting Y 5 1 K:

g . 10 (A43)

m . 20. (A44)

One can physically interpret these numbers by in-
spection of (A33) and (A34): for example, g21 is a mea-
sure of the time (in units of tdelay) for the intergyre gyre,
transporting heat at rate QG (which would be achieved
if Cg | w 5 1) to change the temperature of the ocean in
one of the triangles of the Z by Y 5 1 K.

The other timescale of interest is that due to air–sea
interaction and is controlled by the parameter l—Eq.
(A36)—which depends on d, e, and f.

If lo, Eq. (A38), is lo 5 20 W m22 K21, as suggested
by the observationsA2 analyzed by Frankignoul et al.
(1997), then

A2 Estimates of lo given in Frankignoul et al. (1997) already include
the factor (1 2 h) in Eq. (A38), obviating the need for an independent
estimate of h. However we note that because B/lo K 1 (B 5 2 W
m22 K21 as compared with lo 5 20 W m22 K21) and 2Qa /|DTa|loA
; 1 (as deduced from a consideration of mean atmospheric heat
balance), then Eq. (A27) suggests that h ; 1/2.
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d . 3.5. (A45)

If DT y 10 K (see Fig. 4a), Ekman processes have a
magnitude of

e ù 2.5 (A46)

and so, depending on the magnitude of f, can be a
nonnegligible countereffect to d.

A feedback of SST on wind stress of magnitude:

1
f . (A47)

5

implies, from (A41), a tSST of 0.005 N m22 if the SST
dipole has magnitude ;61/2 K and twind in Eq. (A20)
is 0.05 N m22. This is a modest feedback when com-
pared to the magnitude of the NAO(1) wind stress
anomaly plotted in Fig. 2a. The ECHAM 2 model results
presented in Fig. 2 of Neelin and Weng (1999) show
that a dipole anomaly of approximately 60.6 K induces
a tSST ; 0.01 N m22 suggesting that f ; 0.4. Indeed
we showed in section 4b(c) that f must reach ;0.4 if
the unforced coupled system is to exhibit (weakly
damped or growing) oscillatory solutions, rather than
strongly damped modes.

If f ø 0.4, the above values of d and e yield:

l ù 2.5 (A48)

implying, in dimensional terms, that air–sea interaction
will damp a thermal anomaly of 1 K and depth 200 m
with an e-folding timescale of ;1.6 yr.

Estimates of s are rather problematical and cannot be
deduced directly from observations. But its rough size
can be inferred from numerical experiments: Delworth
(personal communication) and C. Herbaut (2000, per-
sonal communication) both observe fluctuations in mod-
eled North Atlantic overturning streamfunction of order
3 Sv on timescales of a few years in ocean circulation
models driven by NAO forcing. These fluctuations are
associated with temperature anomalies of a degree or
so. Thus if (nondimensionally) Cm ; 1/5 corresponds
to a T ; 1 on timescales of t ; 1, then (A31) suggests
that:

1
s . . (A49)

5
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