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ABSTRACT

The spatial and temporal distributions of sea surface temperature (SST) anomalies in the Antarctic
Circumpolar Current (ACC) are investigated, using monthly data from the NCEP–NCAR reanalysis for the
period 1980–2004. Patterns of atmospheric forcing are identified in observations of sea level pressure and
air–sea heat fluxes. It is found that a significant fraction of SST variability in the ACC can be understood
as a linear response to surface forcing by the Southern Annular Mode (SAM) and remote forcing by ENSO.
The physical mechanisms rely on the interplay between atmospheric variability and mean advection by the
ACC. SAM and ENSO drive a low-level anomalous circulation pattern localized over the South Pacific
Ocean, inducing surface heat fluxes and Ekman heat advection anomalies. A simple model of SST propa-
gating in the ACC, forced with heat fluxes estimated from the reanalysis, suggests that surface heat fluxes
and Ekman heat advection are equally important in driving the observed SST variability. Further diagnos-
tics indicate that SST anomalies, generated mainly upstream of Drake Passage, are subsequently advected
by the ACC and damped after a couple of years. It is suggested that SST variability along the path of the
ACC is largely a passive response of the oceanic mixed layer to atmospheric forcing.

1. Introduction

In the Southern Ocean, sea surface temperature
(SST) anomalies are observed to propagate eastward; it
has been suggested that the signal encircles the globe in
8–10 yr (White and Peterson 1996). This low-frequency
variability arises from mechanical and thermodynamic
forcing at the air–sea interface. Mechanisms controlling
the spatial and temporal scales of SST variability in the
Southern Ocean are not well understood, nor is the
extent to which coupled ocean–atmosphere interactions
play a role.

Remote forcing by El Niño–Southern Oscillation
(ENSO) has been proposed as a trigger of SST vari-
ability (Cai and Baines 2001; White and Peterson 1996),
through teleconnections with the Tropics. ENSO has
also been linked to sea ice extent variability around
Antarctica (Yuan and Martinson 2000). In contrast,
based on the result of their numerical model, Hall and

Visbeck (2002) have argued that much of the variability
in the Southern Ocean, including SST, is forced locally
by the Southern Annular Mode (SAM), a dominant
source of atmospheric variability in the Southern Hemi-
sphere.

The role of ocean dynamics in the generation and
maintenance of SST anomalies has also been examined
(see, e.g., Haarsma et al. 2000). The presence of the
Antarctic Circumpolar Current (ACC), a strong east-
ward flow in a zonally periodic domain, can lead to
interesting dynamics. Away from the frontal jets, the
speed of the flow in the ACC is similar to the propa-
gation speed of SST anomalies, and it is tempting to
believe that the ACC is involved in carrying the anoma-
lies. However, whether the signal will propagate signifi-
cant distances depends on the rates of advection and
damping. Decay of SST anomalies through interaction
with the atmosphere typically occurs over a period of a
few months (Frankignoul 1985). This implies that visual
propagation of the signal would not be possible without
a mechanism that maintains the anomalies in the face of
damping.

Two explanations have been put forward for the ob-
served persistence of SST variability. The first is based
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on the interplay between stochastic atmospheric forcing
and ocean advection (Haarsma et al. 2000; Weisse et al.
1999), while the second relies on the growth of coupled
modes of the ocean–atmosphere system (Goodman and
Marshall 1999, 2003; Qiu and Jin 1997; Talley 1999;
White et al. 1998) that act against damping processes,
thus increasing the longevity of SST anomalies. The
main difference between the two mechanisms lies in the
role of the ocean, whether passively responding to at-
mospheric forcing or actively involved in the ocean–
atmosphere coupling.

The hypothesis of an active role for the ocean was
motivated by the observation of a phase-locked propa-
gation of sea level pressure (SLP) and SST anomalies
(White and Peterson 1996). The phenomenon was
dubbed the Antarctic Circumpolar Wave (ACW) by
White and Peterson (1996) due to the apparent period-
icity of the signal. SLP anomalies are observed to lag
SST anomalies by 1/4 wavelength. This configuration
suggests that atmospheric circulation is dynamically af-
fected by oceanic feedbacks, in such a way that the
anomalies grow in time. Following the idea of midlati-
tude ocean–atmosphere coupling of Latif and Barnett
(1994), White et al. (1998) proposed a mechanism in
which SST anomalies are amplified by meridional ad-
vection of warm (cold) air resulting from vortex stretch-
ing over warm (cold) water. In the two-layer ocean
model of Qiu and Jin (1997), the equivalent barotropic
response of the atmosphere induces a wind stress curl
downstream of SST anomalies, which are then rein-
forced though Ekman pumping in the ocean. Such sce-
narios involving ocean feedbacks are controversial, as
there is little observational evidence for extratropical
coupled modes. Cases in which the oceanic feedbacks
have a considerable impact on the local climate are
more commonly found in the Tropics (Kushnir et al.
2002).

Mechanisms that do not require ocean–atmosphere
coupling have also been put forward to interpret inter-
annual SST variability. The analytical model of Sara-
vanan and McWilliams (1998) shows that in the pres-
ence of a mean oceanic flow, it is possible to obtain
decadal variability and propagation in the SST signal as
a passive response to atmospheric forcing. The theory is
based on the idea of a stochastic climate model pro-
posed by Hasselmann (1976): low-frequency variability
arises in the ocean from a slow response to random
atmospheric forcing. If an advective ocean interacts
with a spatially fixed forcing that is stochastic in time, a
preferred time scale will be excited in the ocean, deter-
mined by the ratio of the length scale of the forcing and
the speed of the mean flow. Saravanan and McWilliams
(1998) explained decadal variability in the North At-

lantic as a result of this “advective resonance” mecha-
nism, where SST anomalies advected by the Gulf
Stream interact with a dipole pattern of atmospheric
forcing, identified with the North Atlantic Oscillation
(NAO). In the Southern Ocean, one can think of a
similar set of circumstances, in which advection by the
ACC combined with standing patterns of atmospheric
forcing associated with, for example, ENSO and SAM,
lead to decadal signals.

The advective resonance mechanism can explain the
ACW-like variability in the models of Weisse et al.
(1999) and Haarsma et al. (2000). In these numerical
experiments, it is found that SST variability is excited
by the dominant modes of variability in the atmo-
sphere, which appear to have a wavenumber-2 or wave-
number-3 spatial pattern. The authors do not specifi-
cally identify the source of atmospheric variability be-
hind these forcing patterns. Stochasticity of the forcing
is a key element of the mechanism: there exists a fre-
quency for which, by the time it takes an SST anomaly
to travel from one pole of the forcing to the next, the
forcing has reversed polarity, so that the anomaly cre-
ated initially gets amplified. This process competes
against damping of the anomalies, and is responsible
for their apparently long persistence. It results in a vi-
sual propagation of the SST signal, in the direction of
ocean advection. Advective time scales become ampli-
fied in the SST spectrum; the spectrum is easily found
analytically for a sinusoidal spatial pattern (Saravanan
and McWilliams 1998); Scott (2003) solved it for a pe-
riodic domain.

The motivation for the present study is to understand
the physical mechanisms leading to observed interan-
nual SST variability in the Southern Ocean. Our goal is
to assess the role of ocean dynamics and atmospheric
forcing. In particular, we focus on the role of ENSO
and SAM, the former because of its well-documented
role in oceanic variability, especially in the tropical Pa-
cific Ocean but also in the tropical Atlantic Ocean
(Czaja et al. 2002) and North Pacific (Alexander et al.
2002), and the latter because it is dynamically similar to
the NAO, which also is known to drive variability in the
ocean (Marshall et al. 2001). We wish to put forward
the view that SST variability along the path of the ACC
can simply be understood as a passive response of the
ocean mixed layer to SAM and ENSO forcing. Mecha-
nisms involve primarily mean oceanic advection and
anomalous surface heating and/or cooling through sur-
face heat flux (Fs) and Ekman advection (Fek).

The layout of the paper is as follows: observations of
the variability in the ACC are described in section 2. In
section 3, a simple model of SST propagating in the
mixed layer is forced with observed heat fluxes (Fs �
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Fek), in order to identify which components of the heat
fluxes are important in explaining the observed SST
variability. The relevance of ENSO and SAM in driving
those heat fluxes is presented in section 4. In section 5,
the physical mechanism is related to the resonant ad-
vection mechanism of Saravanan and McWilliams
(1998), and the spectral response of the ocean to ENSO
and SAM forcing is examined. Ocean–atmosphere cou-
pling is discussed in section 6, and the main results are
summarized in section 7.

2. Observed variability in the ACC

a. Methodology

We use the dataset from the National Centers for
Environmental Prediction–National Center for Atmo-
spheric Research (NCEP–NCAR) reanalysis (Kalnay
et al. 1996) over the period 1980–2004. This period is
chosen because it incorporates satellite-based SST es-
timates: from 1982 onward, the reanalysis employs
Reynolds SST (analyzed data from the Advanced Very
High Resolution Radiometer, AVHRR). Prior to the
1980s, SST observations were limited to ship and buoy
measurements. Other fields used in this study, such as
heat fluxes, are not directly constrained by observations
and thus are subject to larger inaccuracies; for the more
recent period, however, the modeled variables show
similar statistics to that of the European Centre for
Medium-Range Weather Forecasts (ECMWF) reanaly-
sis (Sterl 2004), suggesting reasonable reliability.

Surface data are provided on a grid with a resolution
of approximately 2° � 2°; in this study, we consider
monthly averages. All time series are linearly de-

trended, but otherwise not filtered. The variability is
computed by removing the mean seasonal cycle, calcu-
lated at every grid point. Departures from the seasonal
cycle are defined as “anomalies.”

The variability is analyzed along the path of the
ACC. For this purpose, we estimate the position of the
current using sea surface height data from the Ocean
Topography Experiment (TOPEX)/Poseidon altim-
eter. Following Karsten and Marshall (2002), the 4-yr-
averaged dynamic sea surface height is compared with
a reference geoid to evaluate the geostrophic stream-
function (�):

� �
gh

f
, �1�

where f is the Coriolis parameter, g is the gravitational
constant, and h is the sea surface height. The geo-
strophic flow is given by the gradient of �:

�ug, �g� � z � ��, �2�

where z is a unit vector in the vertical direction.
The mean path of the ACC is defined here as the

region bounded by the two circumpolar streamlines
that flow around the globe without intercepting land
(Fig. 1). Observations are averaged over the width of
the current. This procedure is justified by the fact that
the dominant structures of anomalous SST and surface
heat fluxes, obtained from empirical orthogonal func-
tion (EOF) analysis, exhibit little variations across the
ACC (not shown). Data falling on sea ice are excluded.
Landmasses and sea ice are shaded in Fig. 1.

FIG. 1. Two geostrophic streamlines encircling the globe, delimiting the region of the ACC,
plotted over the data grid points (from NCEP–NCAR reanalysis); for clarity only one-half of
the points are shown in the zonal direction. Shaded areas represent landmasses and sea ice.
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b. Along-stream variability of SST

First we examine the distribution of SST anomalies in
time and space. In Fig. 2, the variance of surface tem-
perature anomalies along the path of the current is pre-
sented as a function of calendar month. Monthly SST
anomalies have typical magnitudes of 1 K; the interan-
nual signal is thus not negligible relative to the seasonal
cycle, which has a total amplitude of approximately 3 K
(not shown). Most of the variability occurs in the cen-
tral Pacific, between 200° and 300°E. At those latitudes
the current flows closest to sea ice (Fig. 1). It also co-
incides with the end of the storm track (Nakamura and
Shimpo 2004), associated with enhanced wind variabil-
ity. For these two reasons, the heat fluxes are expected
to be more variable in this region, driving anomalous SST.

Seasonal variations are evident in Fig. 2; the variance
is strongest during the austral summer months (Janu-
ary–March). This time dependence is thought to result
from variations in mixed layer depth: unlike in the
Northern Hemisphere, atmospheric forcing in the
Southern Hemisphere exhibits little seasonal variation;
the amplitude of anomalous heat fluxes at the sea sur-
face being constant throughout the year, the resulting
SST anomalies are less important when the mixed layer
is deep, which happens in the winter when mode waters
are forming (Levitus and Boyer 1994).

The dominance of SST variability in the Pacific was
also observed by Cai and Baines (2001), who relate it to
the location of the Pacific–South America pattern, a
surface pressure anomaly. Yuan and Martinson (2000)
observe that sea ice variability is strongest in the Pa-
cific.

c. Along-stream covariability of SST and SLP

The SST variability is now related to sea level pres-
sure (SLP) fluctuations through a maximum covariance
analysis (mca) of streamline-averaged anomalies. This
technique, also called singular value decomposition, is
used to identify the orthogonal modes of variability in
two covarying fields (Bretherton et al. 1992). It is per-
formed here on monthly data; for the 24-yr period con-
sidered, the analyzed time series have 288 data points.

Figure 3 shows the patterns and their associated time
series for the two leading modes of covariability, ac-
counting for 63% and 21% of the squared covariance,
respectively. The first mode accounts for 20% of the
SST variance, and 24% of the SLP variance (as a ref-
erence, the first EOFs of streamline-averaged SST and
SLP explain 22% and 27% of their respective vari-
ances). The time series associated with the first mca
mode will be subsequently referred to as SST-mca and
SLP-mca. The second mode, which has weaker ampli-
tude, accounts for 11% and 21% of the SST and SLP
variances, respectively. These spatial patterns are es-
sentially localized in the Pacific basin, both for tem-
perature and pressure anomalies.

For both modes, the SLP maximum is slightly to the
east of the SST maximum; in the Pacific they are sepa-
rated by roughly 45° in longitude. A simple explanation
is that the advection of air around the high pressure
center is reinforced by advection of air around the low
pressure anomaly at 200°E; both drive ocean–atmo-
sphere exchanges of heat around 250°E, which is the
location of the SST-mca maximum. The spatial configu-
ration supports the idea that heat fluxes induced by

FIG. 2. Variance of SST anomalies along the ACC (x axis is longitude), as a function of
calendar month. The variability is greatest in the Pacific sector (200°–300°E); it is enhanced
during the austral summer when the mixed layer is shallowest.
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anomalous low-level atmospheric circulation are in-
volved in the generation of SST anomalies. Similar
analysis with covarying SST and meridional winds
shows that the position of maximum winds does indeed
coincide with the SST maximum (not shown).

We also find that the covariance between SST-mca
and SLP-mca is a maximum when the pressure signal
leads by 1 month. This time lag is consistent with the
scenario of a passive response of the ocean to atmo-
spheric forcing, the ocean taking a few weeks to adjust
to the change in heat fluxes. This result suggests that
SST is driven by the SLP mode, and not vice versa.
Based on these observations, we claim that SST vari-
ability in the ACC is forced by a low-level atmospheric
pattern localized in the Pacific.

d. Propagating modes of SST variability

From the mca, we find that the SLP signal is essen-
tially standing; its autocorrelation has an e-folding time
scale of only 1 month. For this reason it is hard to
obtain evidence for the propagation of SLP anomalies,
and indeed our analysis revealed no significant indica-
tion of propagation. On the other hand, we find that
SST modes 1 and 2 are not independent, but corre-
spond to a single propagating mode. The second mode
leads the first by approximately 1 yr (correlation not
shown here). The propagation of the SST anomalies is

highlighted by performing a lagged correlation of the
SST-mca mode with the time series of observed SST at
every longitude, along the path of the ACC (Fig. 4). In
the figure, shaded regions indicate where correlations
are significant at the 95% level; we take 3 months as a
null hypothesis for midlatitude SST decorrelation time,
thus assuming N/3 degrees of freedom for a time series
containing N data points.

At zero lag, following the horizontal dashed line, the
pattern in Fig. 3 is retrieved: the amplitude of the signal
is greatest in the central Pacific. As the lag increases,
the peak correlation moves to the right, indicating that
the pattern of anomalous temperature has moved east-
ward. From the slope of the correlation bands in Fig. 4
we infer the propagation speed to be 8 cm s�1. This
value coincides with the mean geostrophic velocity of
the ACC, estimated from the geostrophic streamfunc-
tion defined in (2). The meridional gradient of � cal-
culated from the two circumpolar streamlines shown in
Fig. 1 gives the geostrophic velocity averaged across the
current; the average of this velocity along the current is
8 cm s�1. This suggests that the SST anomalies are pas-
sively advected by the current.

Significant correlations appear to be centered around
the Pacific basin and limited to �2 yr lag. The fact that
higher correlations are found downstream (positive lag)
than upstream of the Pacific suggests that anomalies

FIG. 3. First and second modes of variability of SST (black) and SLP (gray) showing the maximum covariance
along the ACC. The spatial patterns for (a) mode 1 and (b) mode 2. Mode 2 is upstream of mode 1 and has weaker
amplitude. The amplitude shown corresponds to a typical change in SST (K) or SLP (Pa) for 1 std dev of the
associated time series. (c), (d) The normalized time series associated with the spatial patterns.

JULY 2006 V E R D Y E T A L . 1321



originate from that region and are then advected away.
In addition, a superposition of wavenumbers 1 and 2
appears to dominate the spatial structure. In the next
section, we show that these characteristics can be un-
derstood as a response of the mixed layer to mean oce-
anic advection and anomalies in surface heat flux and
Ekman advection. In sections 4 and 5 we will argue that
the wavenumbers 1 and 2 reflect SAM and ENSO forc-
ing.

3. A diagnostic model of the SST anomaly

To study the extent to which the observed SST vari-
ability can be explained by observed heat fluxes, we
employ a one-dimensional model of SST propagating in
the ACC. It is forced by observed heat fluxes.

a. Heat flux variability

Turbulent surface heat fluxes occur via the exchange
of latent and sensible heat at the air–sea interface. The

sensible heat flux and latent heat flux are obtained from
the reanalysis, and summed. As a preliminary diagnos-
tic, we calculated the surface heat fluxes from the lin-
earized bulk formulas, and found the calculated values
to be very similar to those of the reanalysis. The two
components of the linearized bulk formulas contribut-
ing to heat flux variability have similar magnitude; one
is due to anomalous wind and the other is due to
anomalous temperature and moisture at the sea sur-
face. Together the two components add up to surface
anomalous heat fluxes with a standard deviation of 12–
28 W m�2, depending on the position along the current.

In addition, we consider heat fluxes resulting from
anomalous Ekman advection in the upper ocean, acting
on mean temperature gradients (especially in the me-
ridional direction). We estimate Ekman fluxes from
wind stress anomalies from the reanalysis:

F�ek � �cp�u�ek · �T�, �3�

where u�ek � �(1/	f )(z � ��) is the anomalous Ekman
transport in the ocean, �� is the wind stress anomaly and

T is the seasonally varying SST gradient, f is the Co-
riolis parameter, z is a unit vector in the vertical direc-
tion, and 	 and cp are the density and heat capacity of
seawater, respectively.

b. Description of the model

The model is set up in a similar fashion as the sto-
chastic model with ocean advection of Saravanan and
McWilliams (1998), but in our case the random forcing
is replaced by the observed heat fluxes described
above. Here we consider oceanic advection along the x
axis, which we choose to be parallel to the path of the
ACC defined in section 2. Heat flux data are averaged
meridionally over the width of the current.

The temperature equation in the mixed layer, linear-
ized around the mean seasonal cycle, is

�

�t
T� � u

�

�x
T� �

1
�cph

���T� � �F�ek � F�s��. �4�

For the advective velocity, we take the mean geo-
strophic velocity of the ACC, u � 8 cm s�1. This value
was determined as the temporal and spatial average of
the along-ACC velocity calculated from TOPEX/
Poseidon data (section 2a). The depth of the mixed
layer, h, is assumed constant with a value of 100 m.
From the Levitus climatology, we know that h is spa-
tially inhomogeneous and that it varies seasonally from
about 50 m in the austral summer to more than 500 m
in the winter in convective locations; however, we
found that taking a constant value does not qualita-
tively affect the result of the simulation. Similarly,
choosing a different value for h (still constant) affects

FIG. 4. Lagged correlation of observed SST with the first SST-
mca mode (from Fig. 3). At zero lag, following the horizontal
dashed line, the pattern in Fig. 3a is retrieved. Lighter shades of
gray indicate positive correlations and darker shades show nega-
tive correlations; only values that are significant at the 95% level
are shown. The location of the maximum correlation (210°E at
zero lag) is displaced to the right as lag increases, indicating east-
ward propagation of the signal. The speed of propagation is esti-
mated from the figure to be 8 cm s�1, which coincides with the
mean advection velocity of the ACC. If they persisted, anomalies
propagating at that speed would encircle the globe in approxi-
mately 10 yr.
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the magnitude but not the patterns of simulated SST
anomalies. By considering uniform velocity and uni-
form depth, we ensure that the transport is constant
along the current, assuming that the bounding stream-
lines separation does not vary.

The damping parameter � represents the terms that
are not explicitly included in (4): vertical entrainment
and horizontal diffusivity. We choose a value of � � 20
W m�2 K�1 for this tunable parameter, which corre-
sponds to a damping time scale of roughly 8 months for
a mixed layer depth of 100 m. This value gives the most
realistic persistence of SST anomalies. The temperature
equation is integrated numerically; it is discretized us-
ing a forward in time, upwind in space scheme. This
scheme leads to numerical damping, but we find it to be
negligible relative to the time scale of damping to the
atmosphere. Initially, the anomalous SST field is set to
observed values for January 1980.

c. Simulated SST variability

The simulated SST is presented in Fig. 5 as a function
of longitude and time. It was obtained by introducing
the observed heat flux and Ekman advection of heat
into (4). The high frequencies of the forcing are filtered
out by the model; this is explained by the slow oceanic
response (causing the reddening of the SST spectra in
Hasselmann’s theory). For comparison, the observed
SST field is also presented in Fig. 5 as a function of
longitude and time. A visual examination of the two
diagrams reveals that the model captures the propaga-
tion and timing of the observed basin-scale SST. East-
ward propagation in the modeled field occurs at the
prescribed velocity (8 cm s�1). The agreement between
simulated and observed fields is particularly good in the
Pacific and western Atlantic.

A quantitative comparison of the simulation with the
observations is obtained by cross-correlating their re-
spective EOFs. The first mode of variability of the ob-
served SST is strongly peaked around 230°E (in the
Pacific) and accounts for 22% of the variance. For the
simulated SST, the first EOF, accounting for 32% of
the variance, has a different spatial pattern; the peak
centered in the Pacific is retrieved in the second EOF,
which accounts for 27% of the variance. The correla-
tion coefficient between EOF1 of the observations and
EOF2 of the simulation is 0.48.

Differences between the two fields can be explained
by the simplicity of the model, which does not represent
uncertainties in the forcing, eddy turbulence, vertical
entrainment, and other ocean dynamics. These pro-
cesses are responsible for spatial and temporal small-
scale variability, not captured by the model.

Figure 6 shows that both the simulated and observed
fields exhibit more variability in the Pacific basin. Since
the model’s mixed layer depth is constant in space, this
enhanced variability must arise from spatial inhomoge-
neity of the surface forcing. Inspection of the heat
fluxes does indeed reveal that their variance is greater
in the Pacific than in other basins, consistent with the
analysis of section 2c. The amplitude of the simulated
variance is sensitive to the choice of �; stronger damp-
ing induces weaker variability. The value � � 20 W m�2

K�1 leads to simulated SST variance that is similar to
the observations.

The relative importance of the surface heat fluxes
versus Ekman advection can be assessed by performing
simulations with each component separately. SST
driven from Ekman fluxes alone, as well as SST driven
from surface fluxes alone, have more variability in the
Pacific (Fig. 6). In both cases, SST variance is consid-
erably less than when the total heat flux field is used.
This indicates that Ekman and surface fluxes reinforce
rather than cancel one another. The magnitude and
variance of simulated SST anomalies is similar in both
cases, suggesting that Ekman and turbulent fluxes are
each responsible for approximately 50% of the SST
variability.

4. Mechanisms of external forcing

a. SAM and ENSO

Since we have demonstrated in section 3 that Fs �
Fek is the main driver of SST variability along the ACC,
we now investigate what physical mechanisms drive the
observed heat fluxes. From the maximum covariance
analysis presented in section 2, a coupled system seems
unlikely, since the SLP variability tends to lead in time
the SST variability. The other possible scenario is one
in which the ocean reacts passively to the forcing. In
this case one can ask: what are the primary sources of
atmospheric variability?

We examine two sources of atmospheric forcing:
ENSO and SAM. ENSO is a coupled ocean–atmo-
sphere phenomenon originating in the Tropics. It is
thought to reach the ACC via atmospheric teleconnec-
tions: possible mechanisms include propagation of the
signal by atmospheric Rossby waves (Karoly 1989), and
changes in the Ferrel cell (Liu et al. 2002). We use
Niño-3 as an index for ENSO-related variability (Cane
et al. 1986); it is calculated from the SST averaged be-
tween 5°S and 5°N, from 150° to 90°W. Most of its
energy is in the 3–7-yr-period band (Wunsch 1999).

SAM is an important source of monthly and interan-
nual variability in the atmosphere, also referred to as
the Antarctic Oscillation (AAO). In its positive phase it
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is characterized by a contraction of the polar vortex
(Thompson and Wallace 2000), which is expressed at
the sea surface by an enhancement of the westerlies in
the region of the ACC. A measure of the strength of
SAM is given by the “SAM index,” calculated from the
principal component of the first mode of variability of
the 850-hPa field between 20° and 90°S (Thompson and

Wallace 2000). On time scales of a month or longer, it
has a white spectrum.

The two indices are found to be strongly correlated
with the SST signal. The SAM and Niño-3 indices are
plotted in Fig. 7, along with the time series of SST-mca.
One observes a close correspondence between all time
series, with the lagged cross correlations peaking when

FIG. 5. Time–longitude diagrams of (a) the SST simulated from the heat fluxes, estimated from the reanalysis and
introduced in (4), and (b) observed SST from the reanalysis. The simulated field captures the propagation and
timing of the observations.
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SAM and ENSO lead in time; this is consistent with an
atmospheric driving of SST variability. It is found that
the correlation with Niño-3 has a coefficient of 0.53,
when the temperature lags by 1 month. The correlation
with SAM has a coefficient of �0.38, when the tem-
perature lags by 1 month; the correlation is �0.47 when
seasonal averages are considered. Together ENSO and
SAM explain approximately 45% of the leading mode
of SST covarying with the atmosphere (the fraction of
variance explained is given by the square of the corre-

lation coefficient). In such estimates, we have assumed
that the annular mode is independent of ENSO. This
hypothesis seems reasonable as they have very different
dynamics, and we were unable to show any dependence
of one index upon the other.

The SLP-mca mode is also found to be associated
with SAM and ENSO. The correlation coefficient be-
tween SLP-mca and ENSO is 0.33, and with SAM it is
�0.58 (0.43 and �0.65 for seasonal averages).

ENSO and SAM are both found to affect the low-
level atmospheric circulation in the South Pacific. The
patterns can be seen in Fig. 8, showing the correlations
of monthly SLP anomalies (from the reanalysis) with
the Niño-3 index and the SAM index. In both cases SLP
variations are found along the path of the ACC, allow-
ing for possible interactions between ocean dynamics
and the atmospheric forcing pattern. The geostrophic
flow induced by the anomalous pressure is expected to
drive SST anomalies by advecting cold and warm air
across the temperature front of the ACC.

The surface pressure pattern associated with SAM
has an annular shape, but it is not exactly zonally sym-
metric: it extends to lower latitudes in the Pacific sector
(Fig. 8). In that same region, the ACC streamlines bend
toward the continent as the current flows through
Drake Passage. As a result, the ACC intercepts a zone
of strong pressure gradients, which will affect the heat
fluxes in the ocean. In contrast, the ENSO teleconnec-
tion is more localized to the eastern Pacific sector. El
Niño events are associated with a high pressure center
(low pressure during La Niña).

FIG. 6. Variance of SST as a function of longitude (along the
path of the SST): observations (gray line), simulated from Ekman
heat fluxes (dotted line), simulated from surface heat fluxes
(dashed line), and simulated from Ekman plus surface heat fluxes
(black solid line).

FIG. 7. Time series of SST-mca (black line): (a) Niño-3 (gray line) and (b) SAM index
[monthly data (thin gray line) and seasonal averages (thick gray line)]. Each index is normal-
ized.
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b. SAM and ENSO heat flux patterns

Here, we analyze the spatial patterns associated with
heat fluxes induced by ENSO and SAM, in order to
illuminate their role in the generation of SST anoma-
lies. This is done by regressing the heat fluxes onto the
SAM index and Niño-3 index. The resulting spatial pat-
terns are shown in Fig. 9. These patterns correspond to
the heat fluxes occurring during an anomalous index
with an amplitude of 1 standard deviation (1�). The
spatial pattern multiplied by the index time series gives
the actual observed heat fluxes.

As evidenced in Fig. 9, the heat flux variability in-
duced by ENSO occurs principally in the Pacific sector,
which is consistent with the location of the ENSO-
driven low-level circulation pattern (Fig. 8). In an El
Niño year, anomalous meridional advection along the
path of the ACC leads to surface warming in the central
Pacific, and cooling in the western Pacific and down-
stream of Drake Passage. At the same time, Ekman
advection in the ocean induces warming in the Pacific
sector. The signs of the fluxes are reversed during a La
Niña episode. Surface heat fluxes and Ekman heat
fluxes interact constructively in the central Pacific; this
region coincides with the location where SST variance
is observed to be maximum.

SAM displays a similar pattern of surface heat fluxes,
with a tripole structure in the Pacific sector. This is
superimposed on a zonally symmetric signal associated
with Ekman heat fluxes. The latter is efficient in driving
cooling of the upper ocean in the ACC band during a
positive phase of the annular mode. Once again, the
two patterns of simultaneous variability enhance each
other in the central Pacific.

c. SAM and ENSO impact on SST

We now assess the relative importance of the heat
fluxes driven by ENSO and SAM, in explaining the
observed SST. The heat fluxes regressed on ENSO and
SAM are introduced in the flux model of section 3. We
construct a matrix of the forcing: spatial patterns, sea-
sonally varying, multiplied by the index time series
(SAM index and Niño-3). Note that here the spatial
patterns are calculated for each of the four seasons, to
account for the fact that heat fluxes are different in the
summer than in the winter (Fig. 9 shows the annual
mean patterns).

Simulated SSTs are presented in Fig. 10. The simu-
lation with both fields is simply the sum of the simula-
tion with ENSO and the simulation with SAM, since
the model is linear. The simulation with ENSO repro-
duces the strong events of 1982–83 and 1997–98. How-
ever, it seems as though most of the higher-frequency
variability is induced by SAM. Both sources of external
forcing are associated with SST variability in the Pacific
basin.

We can test the relevance of the simulated field to
the observations by comparing their first EOF. The cor-
relation coefficients between the time series are 0.57 for
the ENSO-only simulation, 0.63 for the SAM-only
simulation, and 0.70 for the simulation with both fields.
The best simulations are obtained with both SAM- and
ENSO-induced heat fluxes, which suggests that they
are both important in creating the observed SST vari-
ability.

In all three cases, the correlation is higher than that
obtained for the simulation with the total heat fluxes
(section 3c). This implies that the mode of variability

FIG. 8. Correlation of SLP with (a) Niño-3 and (b) SAM index; solid (dashed) contours
indicate positive (negative) correlations. The contour interval is 0.1; the zero contour is not
drawn. Thick black lines show the mean position of the ACC as defined in section 2. In the
ACC band, both signals exhibit a strong pressure anomaly in the southeast Pacific.
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along the ACC that has a spatial pattern centered in the
Pacific sector is better reproduced with ENSO- and/or
SAM-induced forcing. It suggests that other compo-
nents of the forcing reduce the quality of the simula-

tion. These results support our hypothesis that SAM
and ENSO are two drivers of SST variability along the
ACC (section 4a) and that their effect is concentrated
in the Pacific basin (Fig. 8).

FIG. 9. Regression of monthly heat fluxes anomalies (W m�2) onto (left) Niño-3 and (right) SAM index for (a),
(b) the surface turbulent heat fluxes (sensible � latent); (c), (d) the Ekman heat fluxes; and (e), (f) the sum of the
two components (surface � Ekman). Heat fluxes are defined as positive when into the ocean.
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5. Spectral response of SST to stochastic forcing

Having identified SAM and ENSO as the dominant
sources of atmospheric forcing, we now relate their im-
pact on SST to the advective resonance mechanism pro-
posed by Saravanan and McWilliams (1998), which can
be extended to periodic domains such as the ACC re-
gion (Weisse et al. 1999; Scott 2003). We begin by re-
viewing some important concepts of the mechanism; a
more complete discussion is found in Weisse et al.
(1999).

a. Resonant advection mechanism

The ocean’s response to stochastic forcing, in the
presence of a mean oceanic flow, depends on the ad-

vection speed and the time scale for the dissipation of
SST anomalies. In the model of section 3, we intro-
duced a damping term, �; that term did not include the
dissipation of temperature anomalies via air–sea heat
fluxes, which was already accounted for in the F�s term
of (4) (F�s includes both the effects of atmospheric forc-
ing and oceanic feedbacks). The total damping, includ-
ing air–sea heat fluxes, will be represented by the sym-
bol �; it is equivalent to the �eff of (9) in Saravanan and
McWilliams (1998).

The temperature equation in (4) can be rewritten
(dropping the primes)

�

�t
T � u

�

�x
T � ��T � F, �5�

FIG. 10. Time–longitude diagrams showing the SST simulated from the heat fluxes regressed on (a) Niño-3, (b)
SAM, and (c) Niño-3 � SAM.
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where F represents the surface and Ekman heat flux
forcing, F�ek and F�s in (4); the factor 	cph is absorbed in
the variables � and F.

From (5) we can relate the SST spectrum (ET) to the
spectrum of the forcing (EF):

ET�	, k� �
EF�	, k�

�	 � ku�2 � �2 , �6�

where the k� spectrum EX is defined as EX � �X̂X̂*�; u
is the mean advective velocity, k is the spatial wave-
number, � is the angular frequency, and brackets de-
note ensemble average.

If the forcing is a white noise, then EF � EF(k); it
does not depend on the frequency. In that case, (6)
predicts a peak in the ocean k� spectrum at the fre-
quency � � ku. If the forcing has a dominant wave-
number k0, the peak is located at � � k0u, correspond-
ing to an advective time scale of

Tadv �
2


k0u
. �7�

This time scale appears as the preferred period of oce-
anic variability, even though the atmospheric forcing is
white. It corresponds to the Fourier mode for which the
reversal of the polarity of the forcing (one-half of a
period) takes the same time as the advection of SST
anomalies between two poles of the sinusoidal forcing
pattern (one-half of a wavelength); anomalies created
under one pole thus get amplified under the next pole.
This results in SST anomalies that are long lived, propa-
gate at the speed of the ocean current and have a pre-
ferred time scale in the SST spectrum. All other fre-
quencies (Fourier modes) interact destructively with
the ocean.

In a periodic domain such as the Southern Ocean, the
resonance mechanism would lead to an infinite SST
response if there were no damping or friction; the origi-
nal scenario of anomalies propagating in a bounded
domain (Saravanan and McWilliams 1998) is a “finite
resonance,” since the SST response would remain finite
even if the damping vanished.

In the ocean, u is rather small, typically a few centi-
meters per second, and k0 is also small when large-scale
forcing is considered. Thus, Tadv is large, which means
that the oceanic variability induced by stochastic forc-
ing has a low frequency, ranging from interannual to
decadal variability.

b. Spectral response to ENSO and SAM

To relate SAM and ENSO forcing to the advective
resonance mechanism, we have reconstructed the k�
forcing spectrum of SAM and ENSO, from the heat flux
patterns shown in Fig. 9. To do so, we have written the

forcing spectrum as a product EF(�, k) � EF(�)EF(k),
in which EF(k) is simply obtained from a Fourier trans-
form of the streamline-averaged pattern shown in Figs.
9e and 9f, and in which EF(�) is taken as a white noise
(with amplitude determined from a linear regression).
The latter procedure is justified from a study of the
time series associated with the patterns in Figs. 9e and
9f, which have a decorrelation time scale of about a
month (not shown).

The resulting spectra are presented in Fig. 11. In both
spectra, most of the variability occurs at low wavenum-
bers; this reflects the spatial pattern of the total heat
fluxes, for which k � 1, 2 are the dominant Fourier
components. Both ENSO and SAM spectra show en-
hanced power at a time scale of about 10 yr for k � 1
and 5 yr for k � 2 (note that the spectra are continuous
in � but discrete in k), both being in agreement with
(7). It appears that SAM and ENSO contribute equally
to the SST variability.

The short dataset does not warrant a direct compari-
son with observed spectra but the results obtained in
Fig. 10 are in qualitative agreement with the spatiotem-
poral characteristics of SST discussed in section 2c.
Decadal variability at low wavenumbers also appears to
characterize the SST simulated with ENSO and SAM
heat fluxes (Fig. 10). In particular, a k � 1 feature is
evident.

6. Ocean–atmosphere coupling

In agreement with the modeling results of Weisse et
al. (1999) and Haarsma et al. (2000), the present analy-
sis suggests that low-frequency SST variability in the
ACC can arise from the resonant response of the ocean
to stochastic atmospheric forcing. Such a mechanism
does not require ocean–atmosphere coupled dynamics.
The identification of ENSO and SAM as drivers of
anomalous low-level circulation further supports this
hypothesis; SAM exists independently of ocean–atmo-
sphere coupling, and the ENSO signal in the Southern
Ocean is not affected by local ocean dynamics.

Since ENSO and SAM are the main generators of
temperature anomalies along the path of the ACC (sec-
tion 4), we suggest that SST variability in the Southern
Ocean results primarily from a passive response of the
oceanic mixed layer to atmospheric forcing, ocean–
atmosphere coupling playing a second-order role.

7. Summary and conclusions

The spatial and temporal distribution of SST anoma-
lies in the ACC is studied using observations and con-
ceptual models. Low-frequency variability in the ocean
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is related to fixed patterns of variability in SLP and
anomalous surface forcing: turbulent heat fluxes (Fs)
and Ekman advection (Fek).

In summary, our main results are as follows.

(i) A simple model of SST including mean advection
and driven by observed anomalous surface forcing
(Fs � Fek) provides a zero-order picture for SST
anomalies along the ACC.

(ii) SAM and ENSO have a strong signature in Fs and
Fek over the eastern Pacific and act as generators
of SST anomalies in that sector. The SST anoma-
lies are subsequently advected by the mean cur-
rent.

(iii) The damping of anomalies is large enough that
they can be followed for only a couple of years. We
found no indication of global propagation along
the ACC.

The mechanisms investigated do not rely on ocean–
atmosphere coupling. The generation, propagation, and
damping of SST anomalies can be understood as a pas-
sive response of the ocean mixed layer to stochastic
atmospheric forcing. Coupled ocean–atmosphere mod-
els might shed further light on the role of air–sea inter-
actions in Southern Hemisphere climate variability, al-
though our results suggest that the teleconnection with
ENSO and the subtle asymmetry in the surface pattern

of SAM need to be reproduced accurately in order to
simulate the surface heat fluxes in the Pacific basin.

Examination of the heat fluxes along the ACC re-
veals that the air–sea interaction occurs mainly in the
Pacific sector. In this region we also observe mode wa-
ter formation. Subantarctic Mode Water (SAMW) re-
sults from deepening of the mixed layer in the winter; in
the southeast Pacific it is exported as Antarctic Inter-
mediate Water (Sloyan and Rintoul 2001) and plays an
important role in the meridional overturning circula-
tion. Rintoul and England (2002) have argued that
SAMW variability is driven principally by Ekman
transport, as opposed to local air–sea fluxes. The
present study suggests that both mechanisms are im-
portant sources of oceanic variability.

Temperature variability also has implications for the
interannual variability of CO2 fluxes in the Southern
Ocean. Heat fluxes affect the air–sea exchanges of gas
by changing their solubility; because oceanic CO2

equilibrates slowly with atmospheric concentrations, it
exhibits variability at time scales longer than that of the
forcing. Decadal variability in CO2 fluxes is detected in
data from the high-resolution global model of bio-
geochemical cycles of McKinley et al. (2003); it is likely
to arise from stochastic atmospheric forcing, as in the
case of SST, and could be investigated using the frame-
work proposed in this study.

FIG. 11. Wavenumber–frequency spectrum for SST, as predicted from (4), assuming a white-noise forcing with the spatial pattern of
(a) the heat fluxes regressed on ENSO, as shown in Fig. 9e, and (b) the heat fluxes regressed on SAM, as shown in Fig. 9f. Both spectra
are normalized by the peak value of the SST spectrum in (b). The ocean response is expected to be at low wavenumbers, with a
dominant period of 10 yr. Note that the spectrum is continuous in � but discrete in k. The spectra were calculated with � �
(8 months)�1.
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