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a b s t r a c t

Realistic representation of sea ice in ocean models involves the use of a non-linear free-surface, a real
freshwater flux and observance of requisite conservation laws. We show here that these properties can
be achieved in practice through use of a rescaled vertical coordinate ‘‘z�” in z-coordinate models that
allows one to follow undulations in the free-surface under sea ice loading. In particular, the adoption
of ‘‘z�” avoids the difficult issue of vanishing levels under thick ice.
Details of the implementation within MITgcm are provided. A high resolution global ocean sea ice sim-
ulation illustrates the robustness of the z� formulation and reveals a source of oceanic variability associ-
ated with sea ice dynamics and ice-loading effects. The use of the z� coordinate allows one to achieve
perfect conservation of fresh water, heat and salt, as shown in extended integration of coupled ocean
sea ice atmospheric model.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

The importance of conserving heat, fresh water and salt is cru-
cial for ocean–sea ice models and coupled atmosphere sea ice–
ocean GCMs (Schmidt et al., 2004), especially to prevent drift in
long term simulations. This is particularly true in high-latitudes,
where the exchange of water (solid or liquid) is relatively large
and associated with significant heat content differences and with
strong time variability (such as large seasonal cycles in Arctic river
run-off). Indeed, the fidelity of coupled ocean sea ice simulations is
sensitive to the manner in which the high-latitude fresh-water flux
is treated in ocean models (Prange and Gerges, 2006).

Generally, each component of a coupled model strictly enforces
conservation, based on a consistent set of approximations (e.g.,
volume instead of mass conservation in a Boussinesq ocean mod-
el). However, ‘‘leaks” (spurious sources and sinks) can appear when
coupling different components each with their own different – al-
beit internally consistent – conservation rules. For example, the
internal energy associated with precipitation (temperature, solid
or liquid) is generally neglected in ocean models, but represents
a crucial part of a sea ice model where snow is concerned (similarly
for snow over land).

To avoid conservation problems related to the sea ice interface,
Schmidt et al. (2004) made the following recommendations:
ll rights reserved.

: +1 617 253 4464.
arsh@mit.edu (J. Marshall),
– to carefully define the interface between each component and
fluxes across the interface;
– to account for the energy content (relative to an energy refer-
ence level, ERL) and tracer content of any mass exchange
between the different components using a uniquely defined
ERL across all components;

For example, and in particular, the height of the water column
under sea ice needs to be allowed to vary when sea-water freezes
(or sea ice melts), since the corresponding fresh water amount has
to be taken out (or be added into) the uppermost ocean grid box
(the so called ‘‘real fresh-water flux” formulation).

Despite advantages in term of realism and conservation, sev-
eral z-coordinate ocean sea ice models do not allow mass ex-
change between ice and ocean (see Schmidt et al., 2004, their
Sections 6 and 7, Johns et al., 2006). Historically, this was in part
because of the need to employ a time-varying upper level thick-
ness which follows sea-surface undulations (the so called ‘‘non-
linear free-surface”). Almost all modern ocean GCM’s presently
employ a non-linear free-surface (Griffies et al., 2001; Roullet
and Madec, 2000) and so this is not now a limitation. However,
there is another, more challenging, problem. As pointed out by
Schmidt et al. (2004), there are potential numerical problems
which occur when the surface level becomes very thin or even
vanishes, in regions of thick ice compared to the depth of the
upper ocean grid cell. Some crude and unphysical remedies are
sometime used to avoid this problem (e.g., Griffies et al.,
2005). This difficulty is specific to z-coordinate models, since
isopycnal or terrain following coordinate ocean sea ice models
have already adopted a realistic mass exchange formulation,
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2 For example, when the ‘‘energy reference level” corresponds to liquid water at
0 �C, melting of fresh snow at 0 �C implies only latent heat exchange. In contrast,
when basal melting occurs, the heat flux that the sea ice component returns to the
ocean accounts for the freezing temperature of sea-water in addition to the latent
heat.
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even under the huge ice-loading effect of an ice-shelf (Holland
and Jenkins, 2001; Timmermann et al., 2002).

Recently, Adcroft and Campin (2004) described the rescaled
height coordinates ðz�Þ formulation as a solution to the problem
of vanishing surface levels under large sea-surface displacement,
whilst retaining the convenience of a height coordinate. Here we
describe how the z� coordinate approach can be used to solve the
sea ice interface problem by allowing one to consider mass ex-
change between ice and ocean in an exact way, without any of
the inconveniences of the traditional z-coordinate. A similar ap-
proach, but applied to a mass coordinate ocean model, is used in
the GISS coupled climate model (Russell et al., 1995).

Our paper is set-out as follows: in Section 2 we formulate the
problem in terms of z�; Sections 3 and 4 illustrates the successful
implementation of sea ice–ocean mass exchange with a z� coordi-
nate: a ‘‘realistic” global set-up at relatively high resolution (’1/6�,
Section 3), that includes sea ice dynamics emphasizes the dynam-
ical response; a GFD-type, idealized low resolution coupled
configuration on an aqua-planet (Section 4) over climatic time-
scales serves to illustrate the all-important conservation properties
of mass, salt and heat. Finally, we summarize and conclude in
Section 5.

2. Formulation of the coupling between sea ice and ocean
models in z� coordinates

The ice–ocean mass exchange formulation discussed here is
not, strictly speaking, ‘‘new” (as mentioned in Schmidt et al.
(2004)), but for clarity, and to make the connection with z�, it
is useful to present: (1) the equations incorporating ice–ocean
mass exchange which apply to all non-linear free-surface mod-
els, independently of vertical coordinate; (2) the simplified for-
mulation without ice–ocean mass exchange, emphasizing
drawbacks, in particular in the treatment of salt flux; (3) the
implications for sea ice dynamics; (4) the z� solution to the cur-
rent z-coordinate implementation; and finally, (5) the time-step-
ping algorithm.

2.1. Ice–ocean mass exchange formulation

The column integrated mass, salt and heat budget of a Bous-
sinesq fluid are expressed:

oh
ot
¼�r �

Z g

�H
uwdzþ Fm=qw ð1Þ

ohS
ot
¼�r �

Z g

�H
Suwdzþ FS=qw ð2Þ

ohh
ot
¼�r �

Z g

�H
huwdzþ FH=ðcwqwÞ ð3Þ

with : S ¼ 1
h

Z g

�H
Sdz and �h ¼ 1

h

Z g

�H
hdz

where g is the position of the ocean surface (below the ice), h is the
column thickness (h ¼ gþ H, with the ocean bottom at z ¼ �H < 0),
uw the water horizontal velocity, h and S the potential temperature
and salinity, qw and cw the reference density and heat capacity of
sea-water, Fm,FS and FH the mass, salt and heat fluxes in units of
kg/m2/s, psukg/m2/s (’g/m2/s) and W/m2, respectively. Diffusion
is not considered here, but could easily be added to the right-
hand-side of Eqs. (2) and (3).

Further terms can be added to Eqs. (3) and (2), to account for
the heat content and salt content of the water mass flux1:
1 Those terms are viewed as part of fresh water advection across the interface by
Jenkins et al. (2001).
þhm � Fm=qw and þSm � Fm=qw where Sm and hm are, respectively,
the salinity and temperature of the fresh-water flux (precipitation,
evaporation, run-off). Without any loss of generality, here the heat
content of the fresh-water flux is considered to be part of the heat
flux FH

2; similarly for salinity, in the few cases where Sm � Fm is
non-zero, it can be considered to be part of FS, as, for instance, when
salty sea ice melts or when the small amount of salt that some rivers
bring to the ocean is accounted for. This approach is consistent with
the ‘‘energy reference level” concept developed by Schmidt et al.
(2004); it also simplifies Eqs. (2) and (3) and avoids the need to dis-
tinguish between the various temperatures of all the fresh-water
flux components (evaporation, rain, snow, run-off, ice melting and
freezing) as far as the ocean is considered. On the other hand, an
accurate evaluation of those fresh-water related contributions is
easy to derive from a coupled atmospheric component, sea ice model
or bulk-formulae over open ocean, and convenient to combine with
heat and salt fluxes.

At the sea ice–ocean interface, because sea-water freezing (ice
melting) is a positive (negative) contribution to the mass budget
of the sea ice component, the same mass flux needs to be sub-
tracted from (added to) the ocean component: melting and freez-
ing are part of the mass flux Fm into the ocean. This also implies
that the ocean upper boundary (surface, position g) is the ice–
ocean interface where ice is present, and the open ocean surface
elsewhere.

The hydrostatic pressure Phyd term in ocean horizontal momen-
tum equation:

ouw=ot ¼ �1=qwrPhyd þ ½Coriolis; Advection;Viscosity� ð4Þ

is computed from:

Phyd ¼ Pz¼g þ
Z g

z
qgdz with Pz¼g ¼ Patm þ gMðiceþsnowÞ ð5Þ

and accounts for atmospheric pressure ðPatmÞ and the weight of sea
ice and snow ðgMiceþsnowÞ. Although the ocean–ice interface moves
up (down) with melting (freezing) the oceanic hydrostatic pressure
is not affected by sea ice melting or freezing, as the amount of water
in the column remains unchanged. And indeed, in the case where
only melting/freezing is considered, oM=ot ¼ �Fm balances3

og=ot ¼ Fm=qw and the hydrostatic pressure Phyd in Eq. (5) will not
change.

For clarity, it is useful to define the sea-level position that one
would measure in drilling a hole through the ice:
gleads ¼ gþMiceþsnow=qw. In the limit where salinity differences be-
tween sea ice and sea-water can be neglected, gleads corresponds
approximately to the mean sea-level position ‘‘as if” all the ice
had melted.

In a numerical model, according to the finite-volume discretiza-
tion, the model sea-surface position ½g�4 of a partially ice-covered
mesh (ice fraction: /) is defined as the weighted average of the
sea-surface position in the two fractions of the grid cell, under the
ice ðgjiceÞ and in the open water ðgjwaterÞ:

½g� ¼ / � gjice þ ð1� /Þ � gjwater
The cancellation is almost exact, apart from the small density difference between
the surface and the Boussinesq reference qw.

4 The bracket notation ‘‘[]” is intended to distinguish the discretized variable that
the model uses from the continuous one. However, this specific notation is dropped
when the context is clear enough and no risk of ambiguity exists.



Fig. 1. Schematic view of three sea ice formulations: (a) no mass exchange (virtual
salt flux); (b and c) real fresh water formulation (non-linear free-surface), in
z-coordinates (b) and using z�-coordinates (c). Heat flux ðQÞ, and salt flux ðSÞ in (a)
or fresh-water flux ðWÞ in (b and c), are represented by short arrows, corresponding
to freezing conditions. Two open arrows in (a) represent the surface layer thickness
dz which is used to compute oceanic advective fluxes, corresponding to the non-
linear free-surface case dz ¼ Dz1 þ g and the approximated linear free-surface case
dz ¼ Dz1. The sea-surface position is not affected by sea ice in (a) (so called
‘‘levitating” sea ice), but is depressed by the weight of sea ice in (b and c), with the
first level empty in the left column of (b). The tilt of the coordinate in (c) avoids the
problem of disappearing levels.
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Since our definition of gleads corresponds precisely to gjwater, this al-
lows one to express the grid cell average sea-surface position ½g� as
equal to:

½g� ¼ / � gjice þ ð1� /Þ � gleads ¼ gleads � ½M�iceþsnow=qw

with the grid cell average ½M�iceþsnow ¼ / � ðqiceHice þ qsnowHsnowÞ.
Two types of difficulties can be encountered when attempting

to use this simple and most realistic boundary condition at the sur-
face (so called ‘‘real fresh-water” exchange):

Firstly, from a pure implementation point of view, it demands
that one deals with a varying ocean column thickness (at least,
the surface level thickness) in all the model equations, including
the barotropic dynamics, resulting in a non-linear free-surface for-
mulation. This implementation is not always available (Prange and
Gerges, 2006) or is source of technical difficulties (e.g.: to derive
the adjoint, P. Heimbach, personal communication).

Secondly, when sea-surface position is strongly depressed, and
reaches the first vertical interface, the surface level vanishes. This
situation can be relatively common under heavy sea ice-loading,
with fine vertical resolution as is typically in use near the surface.
This is illustrated in Fig. 1b by the left column and corresponds to a
situation where the condition:

Dz1 þ ½g� ¼ Dz1 þ gleads � ½M�iceþsnow=qw > 0 ð6Þ

is not satisfied, with Dz1 corresponding to the vertical grid spacing
at the uppermost level.

Most large-scale z-coordinate OGCM are not able to deal with
disappearing levels, and so would require significant effort and
special coding (see how isopycnal models deal with infinitely thin
layer thickness, e.g.: (Bleck, 2002)). For these reasons, many z-coor-
dinate ocean sea ice models still use a simplified formulation, as
detailed below.

2.2. Simplified formulation: no mass exchange

A commonly used approximation is to ignore the surface
mass flux and associated fresh-water flux and to retain only its
dilution/concentration effect on ocean salinity. Regarding the
sea-surface position in the presence of sea ice, since no mass
is taken out of the ocean when sea ice forms, freezing/melting
does not affect the sea-surface elevation. Additionally, for consis-
tency, ice-loading should not be considered so that oceanic
hydrostatic pressure is not affected by freezing/melting as in
the real world. As a consequence, the sea-surface is not de-
pressed under the ice (Fig. 1a), ‘‘as if” the ice had melted (some-
times ironically called ‘‘levitating” sea ice), ~g � gleads and the
disappearing of the surface level under thick sea ice is no longer
an issue. Here, in this section, the notations ~g and ~h are used to
differentiate the approximated sea-surface position and water
column thickness from the unapproximated one, g and h, as de-
fined in Section 2.1.

This approximation results in a different equation for the water
column thickness ~h:

o~h
ot
¼ oh

ot
� Fm=qw ¼ �r �

Z g

�H
uwdz

The evolution of salinity can be expressed as

o~hS
ot
¼ ohS

ot
þ Ss

oð~h� hÞ
ot

þ ð~h� hÞ oS
ot

ð7Þ

with Ss being the surface salinity. The first term is given by Eq. (2),
and the second term is equal to �Ss � Fm=qw and appears on the
right-hand-side as a virtual salt flux. The approximate ‘‘virtual salt
flux” formulation neglects the third and last term ð~h� hÞoS=ot and
similarly the equivalent term in the heat budget, so that the column
mass, salt and heat budget Eqs. (1)–(3) become:
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o~h
ot
’�r �

Z ~g

�H
uwdz ð8Þ

o~hS
ot
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Z ~g

�H
Suwdz� Ss � Fm=qw þ FS=qw ð9Þ

o~h�h
ot
’�r �

Z ~g

�H
huwdz� hs � Fm=qw þ FH=ðcwqwÞ ð10Þ

with hs being the surface temperature. The pressure term in ocean
dynamics (4) simplifies to:

Phyd ¼ Pz¼~g þ
Z ~g

z
qgdz with Pz¼~g ¼ Patm ð11Þ

Some of the implication of the ‘‘virtual salt flux” approximation are
summarized hereafter:

(a) Virtual salt-flux accuracy. Without a significant net global
fresh-water flux (

R R
FmdA ’ 0, which is generally the case), the

barotropic dynamics will adjust quickly and ensure that h ’ ~h, so
that the term in Eq. (7) which is neglected here, ð~h� hÞoS=ot, will
remain small and the virtual salt flux �Ss � Fm=qw will accurately
represent the local dilution/concentration effect. On the other
hand, when the fresh-water flux is not globally balanced over a
long period, as in climate change scenarios, the virtual salt flux for-
mulation holds mean sea-level constant, making analysis and
interpretation less straightforward.

(b) Salinity conservation. Global conservation of salinity which
should replace the conservation of the total amount of salt in the
real fresh-water flux formulation, is no longer satisfied. For in-
stance, in the case of no net global fresh-water flux, the global
mean salinity is expected to remain constant. However, because
of horizontal variations in the local surface salinity Ss, which are
generally anti-correlated with fresh-water flux (higher surface
salinity in evaporative regions, Fm < 0, and lower salinity in re-
gions of excess precipitation, Fm > 0),

R R
Ss � FmdA < 0, even ifR R

FmdA ¼ 0; thus the global salinity will drift away. The magni-
tude of this salt loss can be estimated from climatological data
sets: using a globally balanced fresh-water flux, the net salt imbal-
ance is about � �1:610�5 g=m2=s, resulting in a global mean salin-
ity drift of � �0:14 psu per 1000 years of simulation.5 A possible
remedy to this conservation problem is to evaluate the virtual salt
flux using a uniform salinity So instead of the local surface salinity
Ss, leading to a far less accurate representation of the dilution effect,
which, for example, can be responsible for negative salinity in re-
gions of large river outflow (Griffies et al., 2005).

(c) Inaccurate velocity to mass transport relation. Since the col-
umn thickness is left unaffected by the overlying sea ice, the hori-
zontal oceanic mass transport is overestimated by an amount of
the order of the sea ice transport, assuming comparable velocities.
In thick ice-covered regions, part of the advantages of the non-lin-
ear free surface, which consists in a more accurate representation
of mass transport, is lost. However, since the model dynamics gen-
erally compensates by adjusting the oceanic velocities, the mass
transport is not affected significantly, and the inaccuracy and dif-
ferences are more likely to be found in the velocities. This is con-
firmed in Section 3 analysis.

(d) Ice dynamics effects on oceanic variability. The divergence of
the ice transport modifies the ice-loading field which affects the
oceanic pressure, on the contrary to melting or freezing (which
have no effects on oceanic pressure). The virtual salt-flux approxi-
mation with no ice-loading (Eq. (11)) ignores this effect, although
the divergence of the oceanic transport might compensate in the
special case where sea ice and ocean velocities are identical. On
the other hand, sea ice and ocean velocities are rarely identical,
5 Similarly, the heat loss can be estimated to be around 0.2 W/m2 or equivalent to
�0.5 K/kyr.
in particular when the response to high frequency wind forcing
is considered; and through the ice-loading coupling, sea ice
dynamics can represent a significant source of oceanic variability,
specially near the ice-edge where ice divergence/convergence is
large; Section 3.2 illustrates this aspect.

(e) Barotropic dynamics. Another important missing aspect in
this virtual salt-flux approximation is the dynamical effect of the
fresh water flux, known as the Goldsbrough–Stommel circulation
(Stommel, 1984). Although different intermediate formulations
have been proposed to incorporate this effect, in rigid-lid model
(Huang, 1993) or linear free-surface model (Tartinville et al.,
2001), one must convert fresh water to an equivalent salt flux,
since the column thickness, which is relevant for tracers, is held
fixed.

2.3. Implications for sea ice dynamics

With regard to ice dynamics and ignoring sea ice loading, pres-
sure forces are generally expressed as a sea-surface slope (see e.g.,
Hibler, 1979):

Mioui=ot ¼ �hirPatm �Migrgþ ½Coriolis; Stress� ð12Þ

where hi, Mi are respectively the sea ice thickness and mass and ui

is the sea ice velocity. Although the atmospheric pressure gradient
is a relatively small term, it has been added here to ensure consis-
tency with ocean dynamics: it is important to account for the same
forcing in both media (either to neglect atmospheric pressure in
both, or to include it in both). This may be particularly important
at low frequency since the ocean will adjust to atmospheric pres-
sure loading (the inverse barometric effect).

When sea ice loading is accounted for, the sea-surface slope to
consider is no longer the gradient of the mean ocean surface height
ðgÞ but becomes the gradient of the equivalent open water surface
position gleads, as defined in Section 2.1, and the second term on the
right-hand-side of Eq. (12) reads: �Migrgleads ¼ �Migrð½g�þ
½M�ðiceþsnowÞ=qwÞ.

This can be easily derived by considering the external pressure
induced by horizontal forces acting on an ice-float of thickness hi,
from z ¼ g to z ¼ gþ hi; below the floating line located at
z ¼ gleads, the external pressure PðzÞ is equal to the oceanic hydro-
static pressure: Pðz < gleadsÞ ¼ Patm þ qwgðgleads � zÞ whereas above
it, only atmospheric pressure remains: Pðz > gleadsÞ ¼ Patm. Assum-
ing a locally uniform sea-water density qw, the vertically inte-
grated horizontal pressure gradient can be written as:

Z gþhi

g
rPðzÞdz ¼

Z gþhi

g
rPatmdzþ

Z gleads

g
rðqwgðgleads � zÞÞdz

¼hirPatm þ ðgleads � gÞqwgrgleads

which allows one to recover the modified Eq. (12), since
Mi ¼ ðgleads � gÞqw.

2.4. A way forward using z�

The z� coordinate approach is an unapproximated, non-linear
free surface implementation which allows one to deal with large
amplitude free-surface variations relative to the vertical resolution
(Adcroft and Campin, 2004). In the z� formulation, the variation of
the column thickness due to sea-surface undulations is not concen-
trated in the surface level, as in the z-coordinate formulation, but is
equally distributed over the full water column. Thus vertical levels
naturally follow sea-surface variations, with a linear attenuation
with depth, as illustrated by Fig. 1c. Note that with a flat bottom,
such as in Fig. 1c, the bottom-following rz coordinate and z� are
equivalent.
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The definition and modified oceanic equations for the rescaled
vertical coordinate ‘‘z�”, including the treatment of fresh-water flux
at the surface, are detailed in Adcroft and Campin (2004). The ma-
jor points are summarized here. Using the ‘‘�” notation to distin-
guish variables and expressions evaluated in the z� vertical
coordinate system rather than in the familiar z-coordinate, the po-
sition ðz�Þ and vertical discretization ðDz�Þ are expressed as:

H þ z� ¼ ðH þ zÞ=r and Dz� ¼ Dz=r with r ¼ H þ g
H

ð13Þ

Since the vertical displacement of the free-surface is incorporated in
the vertical coordinate z�, the upper and lower boundaries are at
fixed z� position, z� ¼ 0 and z� ¼ �H, respectively. Also the diver-
gence of the flow field is no longer zero as shown by the continuity
equation:

or
ot
þrz� � ðruwÞ þ

o

oz�
ðrw�Þ ¼ 0 ð14Þ

where w� represents the vertical velocity in the moving z� coordi-
nate which is related to the fixed frame vertical velocity w by the
relation:

rw� ¼ rDtðz�Þ ¼ w� ð1þ z�=HÞDtgþ ðg=HÞðz�=HÞuw � rH

with the time total derivative notation Dt .
The set of equations that must be solved is detailed in Adcroft

and Campin (2004). Tracers (potential temperature, salinity, or a
passive tracer) follow closely the continuity Eq. (14) and the main
difference, compared to equations in height coordinate, appears in
the horizontal momentum equation with a term related to the
slope of the coordinate: with the density anomaly and hydrostatic
pressure anomaly defined as q0 ¼ q� qw and p0 ¼

R g
z q0gdz, the

horizontal pressure gradient term in z-coordinates is replaced by

ðgrzgþ1=qwrzp0Þ$ grgþ1=qwrz�p0 þgðq0=qwÞrz� ½gð1þ z�=HÞ�

Interestingly, since z� iso-surfaces are generally very close to hori-
zontal surfaces, this slope term is generally small, even more when
density anomaly is used as here. Problems related to pressure gra-
dient errors, which are familiar to terrain following coordinate ðrÞ,
are thus not an issue here.

Constraints on minimum sea-level and maximum sea ice load-
ing, which are severe in z-coordinates (Eq. (6)), are much less
restrictive: what is required is that the thickness of the column
be positive:

h ¼ H þ g ¼ H þ gleads �Miceþsnow=qw > 0 ð15Þ
6 Both time-stepping methods are available in MITgcm, with the simple forward
time-stepping or the Adams-Bashforth (second or third order) time-stepping options.
However, depending on the advection scheme used for temperature and salinity,
some option combinations might not be stable, thus limiting the effective choice.

7 When thermodynamics is stepped forward just after the sea ice model, which
provides the final surface fluxes, heat and salt fluxes are ready to be added to the
right-hand-side of h and S equations, and need to be incorporated directly for stability
reason, as mentioned above. However, the fresh-water mass flux will only affects the
next time step column thickness, after solving for the continuity equation at the end
of the dynamics block.
2.5. Time-stepping implementation

In this section, we set-out details of the implementation of sea
ice with z� in the MITgcm (Marshall et al., 1997a,b) using ‘‘real
fresh water” boundary conditions and ice-loading effects. The
time-stepping method has been identified as a crucial aspect for
conservation of heat, salt and fresh water in non-linear free-surface
ocean models (Griffies et al., 2001; Campin et al., 2004). Without
sea ice, the fresh water flux is weakly coupled to heat flux (since
the precipitation and run-off, which contains the largest high fre-
quency variability, are uncoupled to heat or salt fluxes); in this
case, a one time step delay between different component of the
surface forcing is unlikely to cause problems, and details of the
time-stepping of surface fluxes is not an issue. Sea-water freezing
and sea ice melting are more demanding. Firstly, the implied heat
flux (latent heat of freezing/melting) is a crucial component of the
adjustment process of sea-surface temperature towards the freez-
ing point. As a consequence, this heat flux needs to affect oceanic
temperature without any delay to avoid any numerical stability
problems. Secondly, the implied heat flux is also associated with
significant fresh-water exchange (which is much larger than the
evaporation analog since latent heat of melting is much smaller
than latent heat of vaporisation). A consistent time-stepping treat-
ment of heat and fresh-water fluxes is therefore desirable.

Most MITgcm applications use a staggering in time of density
and momentum (staggered time-stepping) instead of a synchro-
nous time stepping6 since the former is more stable regarding inter-
nal mode dynamics. Staggered time-stepping is also commonly used
in sea ice models, to advance in time sea ice dynamics, advection and
sea ice thermodynamics (growth and melt); it is also used in the cur-
rent model between sea ice and oceanic components. This allows
one to, amongst other things, eliminate a one time step delay in
the response to atmospheric forcing, oceanic mixed layer or sea ice
thermodynamics, as sea ice is advected away or into a grid box.
The resulting time-stepping appears as a sequence of (groups of)
equations being advanced in time, one after the other.

The forward time-stepping sequence that is currently used in
MITgcm is summarized in Fig. 2: sea ice is stepped forward in time
in three separate stages, ice dynamics first, then sea ice advection
and finally sea ice thermodynamics. The ice dynamics uses ice
velocity ðun

i Þ, ocean velocity ðun
wÞ, sea-surface ðgnÞ, and ice-loading

ðMn
iceÞ from the previous time step (subscript ‘‘n”) and computes

wind ðsnþ1=2
ai Þ and ice–ocean ðsnþ1=2

iw Þ stresses. The updated ice
velocity ðunþ1

i Þ is used to advect sea ice fields (ðiceÞ�, where ‘‘�” de-
notes an intermediate state). Sea ice thermodynamics results in a
new sea ice state (ðIceÞnþ1, subscript ‘‘nþ 1”) and oceanic fluxes
of fresh water ðFnþ1=2

m Þ, salt ðFnþ1=2
S Þ and heat ðFnþ1=2

H Þ. At this stage,
all oceanic forcing are known and the momentum equations,
including the continuity equation, are advanced in time: the expli-
cit momentum tendency term ðGuÞ are computed before solving
the free-surface equation implicitly ðgnþ1;unþ1

w Þ. And finally, using
the recently updated flow field ðunþ1

w Þ, the active tracers (potential
temperature and salinity) are stepped forward ðhnþ1; Snþ1Þ. Tracer
conservation is exact, since level thickness ðhn

;hnþ1Þ and surface
forcing ðFm; FH; FSÞ are consistent with the continuity equation.

The starting point is arbitrary, since the sequence is repeated in
loops. Regarding the ordering of the three main blocks (sea ice,
dynamics and thermodynamics), the only alternative ordering se-
quence is to permute dynamics and thermodynamics steps, which
was the inherited choice in an earlier implementation of the non-
linear free-surface (Campin et al., 2004). The difficulty of this alter-
native time-stepping lies in the synchronization of surface fluxes
and thickness level between the continuity equation and tracer
equation7; when sea ice coupling was introduced, the order was
changed to this more natural time-stepping sequence.

Although melting and freezing modify the sea-surface position,
they have no effect on oceanic pressure or dynamics. This is strictly
the case in this time-stepping implementation, since melting re-
duces the ice loading ðMnþ1

ice Þ and at the same time, adds the same
amount of fresh water ðFnþ1=2

m Þ. Without any ocean current anom-
aly, the fresh water flux induces, within the same time step, an in-
crease of sea-surface elevation which exactly balances the
reduction of ice-loading in the surface pressure term of the
momentum equation.



Fig. 2. Sketch of time-stepping sequence: the time-stepping comprises a sequence of partial updates with a right arrow to indicate updated fields and a left arrow to indicate
input fields used in the updating process. In addition to notations from Eqs. (1)–(5), (Wind), sai and siw represent, respectively, wind speed, wind stress over ice and stress
between ice and water; (ice) represents all sea ice state variables and Gu is the oceanic momentum tendency.

8 This mapping is in fact very similar to a polar projection at high-latitudes.
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Some numerical instabilities in ice–ocean coupled dynamics
have been reported (Schmidt et al., 2004) when mass exchange
and ice-loading are accounted for. The implementation used in
MITgcm did not show any dynamical instabilities. The time-step-
ping method might be one reason: the free-surface backward
time-stepping scheme tends to damp the fastest, unresolved
modes, and has a stabilizing effect. It is likely to adjust smoothly
to the newly updated sea ice loading ðMnþ1

ice Þ which contributes to
the right-hand-side of the implicit free-surface equation. Another
reason might be the horizontal discretization on the Arakawa-C
grid, which is used both in the sea ice model and in ocean model,
and is known to behave well in this type of situation.

3. Tests of an implementation of sea ice using z� in a high
resolution ocean model

Here we test out the MITgcm z� implementation of sea ice–
ocean mass exchange employing a non-linear free-surface. An
extensive description of the model (Marshall et al., 1997a,b) is
available on-line (MITgcm, 2002) and a summary of MITgcm recent
developments can be found in Adcroft et al. (2004b). We presents
results from a high resolution simulation including ice dynamics
and high frequency forcing, which is particularly demanding in
terms of numerical stability. This example addresses potential
numerical instabilities related to ice dynamics and mass exchange
coupling that have been reported by, for example, Schmidt et al.
(2004).

3.1. ‘Realistic’ simulations

The simulations presented here are part of the ECCO_2 (Esti-
mating the Circulation and Climate of the Ocean) project (Men-
emenlis et al., 2005). A cubed sphere grid (Adcroft et al., 2004a)
with 510 grid points on the edge of each face provides relatively
uniform resolution of 1/6� at the equator, and allows the use of a
20 min time step. The z� coordinate (Adcroft and Campin, 2004)
is employed with 50 layers whose thickness increases with depth,
from 10 m at the surface to 450 m at 6 km. Vertical mixing is com-
puted from the K-profile parametrization (KPP) (Large et al., 1994).
The sea ice model computes ice thickness, ice concentration and
snow cover (Zhang et al., 1998) and solves viscous-plastic ice rhe-
ology using the Zhang and Hibler (1997) algorithm. The 6 hourly
NCEP reanalysis of wind, air temperature and humidity and
short-wave and long-wave downward radiation are used to calcu-
late atmospheric forcing through bulk-formulae.

Ocean currents at the second level, corresponding to a depth of
approximately 15 m, are shown in Fig. 3 on the native model cubed
sphere grid, from September 12 of the last year of a 10 years inte-
gration, similar to the control simulation (see details below).
Although the horizontal resolution in mid and high-latitudes is rel-
atively coarse to adequately resolve the eddy length scale, the
meso-scale eddy field is clearly well developed and qualitatively
match the observed SSH variability.

Two simulations, each of 3 years duration, were performed:

(1) The ‘control’ experiment uses ‘levitating ice’ as in Fig. 1a,
ignores the mass flux exchange at the ocean upper surface
and converts fresh-water flux into virtual salt-flux (salt-flux
formulation). This is a commonly used implementation in z-
coordinate models.

(2) The ‘ice-loading’ experiment fully accounts for ice loading
and mass flux exchange with the atmosphere and between
ocean and sea ice.

Those are the only differences between the two simulations,
and other parameters, forcing and initial state are strictly identical.
For convenience, both experiments use a non-linear free-surface
employing a z� coordinate.

Sea ice is locally thicker in the Arctic region than in the South-
ern hemisphere and so we choose to focus on the Northern hemi-
sphere polar region where ice-loading will be consequently larger.
The simulated sea ice distribution (sea ice fraction) is represented
over the north face of the cube-sphere grid,8 at the time of maxi-
mum ice extent (March 10th) and the time of minimum ice extent
(September 6th). The black contour represents the fifty percent ice
concentration from the SSMI satellite and allows one to assess the
skill of the simulation. In winter (Fig. 4a), the model notably



Fig. 3. Fields are presented at the end of 10 years of integration (September 12, 2002) of a global eddy resolving on the cubed sphere at resolution CS-510: ocean velocity at
15 m depth is represented in color on the native CS-510 model grid. White areas designate the presence of sea ice. The blue contour indicates the 50% sea ice concentration
from satellite observations (SMMR-SSMI).

9 No SSH dynamical adjustment is needed in the course of freezing and melting, if
sea ice does not move. However, changes in ice loading due to sea ice advection are
not locally balanced by a mass exchange at the ocean surface, and will therefore
trigger an ocean dynamical response.
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reproduces the position of the ice-edge in the Bering and Okhotsk
seas, as well as in the Greenland and Barents Seas, but slightly
underestimates sea ice cover in the Labrador Sea and the Great Banks
area (South-East of Newfoundland). The model also captures the re-
treat of the ice in summer (Fig. 4b), especially in the Greenland Sea,
the Barents Sea and in the coastal area North of Siberia. It is pleasing
to see the model maintaining sea ice in the East Siberian Sea (or
Chukchi Sea) as observed. However, too much sea ice remains in
the Baffin bay, in the Canadian Archipelago and near the coast in
the Beaufort Sea. One also observes a reduction of ice concentration
down to 60–70% over a large area of the central Arctic ocean at the
end of the melting season, which is not obviously evident in the sa-
tellite measurements.

3.2. Analysis of ice-loading effects

The comparison of the two simulations reveals that the sea ice
fields are very similar, as are almost all oceanic diagnostics. Given
the high intrinsic variability of the currents, longer integrations
would be necessary to derive statistically significant differences.
For example, the Goldsbrough–Stommel circulation (typical mag-
nitude < 1 Sv, see: Roullet and Madec, 2000, their Fig. 4a), which
ought to manifest itself as a difference in the vertically integrated
transport between the two experiments (not shown), is dominated
by the footprint of eddies which induce differences which are 1 or
2 orders of magnitude larger.

Differences between the control and ice-loading experiments
are most evident, not surprisingly, in the SSH. Fig. 5 illustrates sev-
eral diagnostics of SSH from the two experiments, both averaged
over a winter month (March 1994) when sea ice, and especially
sea ice dynamics, have the largest impact. The mean SSH is repre-
sented in color in Fig. 5a and c with four ice thickness contour lines
of increasing thickness (at 0.1 m, 0.3 m, 1 m and 3 m).

Sea ice loading (Fig. 5c) strongly depresses the mean SSH down
to 4 m below the reference sea-level North of Greenland, where sea
ice is the thickest, in contrast to the control experiment (Fig. 5a) in
which the monthly mean SSH in the Arctic ocean is uniformly
around 1 m below sea-level with no associated gradient in sea
ice thickness. This results in an ‘‘inverse barometric” effect9, in
which SSH rapidly adjusts to compensate for the surface pressure
loading, so that no significant difference persists between the two
in monthly mean diagnostics of ocean surface pressure or equivalent
gleads (not shown), except for the signature of eddy variability.

The monthly standard deviation of SSH in the control experi-
ment (Fig. 5b) indicates high SSH variability in shallow, ice free
regions such as in the North-Sea, which are also noticeable in the
ice-loading experiment (Fig. 5d). The mesoscale eddy footprint
on SSH standard deviation is much lower on time scales as short
as 1 month, and can only be identified in the most active regions
such as the mid-latitude North Atlantic sector (lower left corner
of Fig. 5b and d). In contrast to the control run, the ice-loading
experiment shows a much higher standard deviation of SSH
(Fig. 5d) in ice-covered regions, especially along the sea ice margin
where the largest values are found, such as in the southern part of
the Greenland Sea (exceeding 0.5 m) and also near the Siberian
coast.

The SSH variability associated with sea ice loading has different
consequences on ocean dynamics: sea ice thermodynamics pro-
cesses such as freezing and melting affect sea ice loading and con-
tribute to SSH variability, but have no direct effects on ocean
dynamics since the surface mass exchange exactly compensates
(both physically and numerically) the ice-loading variations, leav-
ing the ocean surface pressure unchanged. On the other hand, sea
ice advection also affects sea ice loading and modifies ocean sur-
face pressure. As a consequence, ocean dynamics responds to sur-
face pressure variations, adjusting SSH and therefore contributing
to SSH variability. This dynamical adjustment takes place when-
ever sea ice velocity and ocean currents are different from one-an-
other, but must be neglected unless sea ice loading is taken in to
account.



Fig. 4. Simulated sea ice fraction (in color), from the control experiment, corresponding to: (a) March 10, 1994; (b) September 6, 1994. Superimposed is the 50% ice
concentration contour (black line) from satellite measurements.
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Fig. 5. (a) and (c) March 1994 monthly mean SSH (color) and sea ice thickness (lines: 0.1, 0.3, 1, 3 m). (b) and (d) March 1994 monthly standard deviation of SSH. The top 2
panels (a and b) are from the control experiment and the bottom 2 panels (c and d) from the ice-loading experiment. The same color scales are used to facilitate comparison.
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We believe that most of the sea ice associated SSH variability,
especially near the sea ice edge, is due to ice advection and little
can be explained by sea ice thermodynamics alone: sea ice freezing
and melting is rather slow (compared to the forcing period) and
weak, especially during the months of maximum sea ice extent.
In contrast, ice dynamics responds rapidly and strongly to high fre-
quency wind forcing, even more so than ocean currents.10 There-
10 Several factors contribute to the stronger and faster sea ice response to high
frequency wind forcing compared to ocean surface currents: (1) the air drag
coefficient is generally larger over sea ice than over open water; (2) under sea ice, a
delay is expected from the ocean response to a rapid change in the wind since the
momentum flux is passed to the ice, and then sea ice velocity generates ice–ocean
stress which in turn drive ocean currents; (3) the inertia of a meter or so of sea ice is
smaller than the 10. m surface ocean level, thus leading to a more rapid sea ice
response.
fore, we believe that most of the sea ice related SSH variability
seen in Fig. 5d involves dynamical oceanic adjustment to wind-dri-
ven ice-loading variations; this source of oceanic high frequency var-
iability is absent in the control experiment without ice-loading
effects.

3.3. Evidence of model stability

In order to clarify the interpretation of the SSH standard
deviation pattern, two different versions of SSH time derivative
root-mean-square (RMS) have been computed, both from the
same period (March 94) of the ice-loading simulation. The first
one uses directly the unfiltered SSH time derivative from the
model ðtime-step ¼ Dt ¼ 20 minÞ whereas the second one esti-
mates the SSH time derivative from 6 hourly mean SSH
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ðDs ¼ 6 h ¼ forcing periodÞ thus filtering out the highest
frequencies:

og
ot

� �RMS

Dt

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDg=DtÞ2

month
q

and
og
ot

� �RMS

Ds
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDgs=DsÞ2

month
q

The first diagnostics is plotted in Fig. 6a in units of cm/day and gives
an indication of the full SSH variability resolved by the model at all
frequencies. The ratio of the two diagnostics (second divided by the
first) is plotted in Fig. 6b. It is a measure of the relative contribution
of the variability at the forcing and longer frequencies, to the total
variability.

The RMS SSH tendency including all frequencies (Fig. 6a) is
much larger in the North-Sea and in the Bering Sea. This is a re-
sponse to winter storm track activity in the North Atlantic and Pa-
cific which becomes amplified in shallow regions (storm-surge like
phenomena) and occurs mainly at the forcing frequency as indi-
cated by Fig. 6b (RMS ratio very close to unity). At the ice-edge
boundaries in the Greenland and Labrador Seas, the SSH standard
deviation is large (Fig. 5b) and the variability seen in Fig. 6a,
although weaker than in shallow seas, is also concentrated at the
forcing frequency (see Fig. 6b). This can be understood in terms
of the influence of wind forcing on sea ice dynamics and conse-
quent ice-loading fluctuations. In other areas of the Arctic ocean,
the RMS of SSH tendency is remarkably low (Fig. 6a), even in loca-
tions where the SSH standard deviation is significant (Fig. 5d) and
therefore corresponds to low frequency variability relative to the
forcing period.

The comparison of SSH variability at different frequencies is a
good indicator of numerical noise and potential dynamical insta-
bility. Since the fastest oceanic response is barotropic and neces-
sarily involves SSH adjustments, any dynamical instability will
generate high frequency oscillations and therefore appear in the
unfiltered RMS tendency but make little contribution to diagnos-
tics based on the 6 hourly filtered fields. Such instability is there-
fore expected to produce a small RMS ratio of filtered versus
unfiltered SSH tendencies in Fig. 6b. The central Arctic region re-
veals a few patches of lower variability ratio (50%, Fig. 6b) where
Fig. 6. March 1994 RMS sea-surface height time derivative [cm/d]: (a) sampled at the mo
ðDs ¼ 6 hÞ normalized that in panel (a).
the full variability (Fig. 6a) is extremely small, and therefore not
significant. On the contrary, the ratio is very close to one at the
ice-edge where the full variability is significant. In most sea ice-
covered areas (Greenland sea, Bering Sea, Labrador Sea) the ratio
is even higher than in the nearby open ocean; values of 70% in
ice free regions are commonly found next to steep bottom slopes
and could result from dynamical adjustment and interaction with
topography. This comparison allows one to conclude that there is
no sign of dynamical instability in our implementation of sea ice
loading and sea ice–ocean mass exchange.

4. Test of conservation in an idealized coupled atmosphere,
ocean, sea ice model

The objective of this second example is to illustrate the ability
of a coupled model employing a rescaled vertical coordinate to
conserve mass, heat and salt during extended climate integrations.
The coupled model used here exploits an isomorphism between
ocean and atmosphere dynamics (Marshall et al., 2004) allowing
one to generate an AGCM and OGCM from the same modular MIT-
gcm code. The two GCMs use specific physics packages but share
the same hydrodynamical kernel using an isomorphic vertical
coordinate: the rescaled pressure coordinate ðp�Þ for the compress-
ible atmosphere, and rescaled height coordinate ðz�Þ for the Bous-
sinesq ocean (Adcroft and Campin, 2004).

In particular, both models use the same cubed sphere grid (Ad-
croft et al., 2004a) at low resolution (32� 32� 6 faces, 2.8� resolu-
tion at the equator) which greatly simplifies the implementation of
a conservative interface between the two GCMs. The computation-
ally inexpensive atmospheric physics ‘‘SPEEDY” (Molteni, 2003) is
used at low vertical resolution (5 levels). The sea ice model is based
on the Winton (2000) two and half layer thermodynamic sea ice
model. The prognostic variables are ice fraction, snow and ice
thickness and a two-level sea ice enthalpy representation which
accounts for brine pockets and sea ice salinity employing an energy
conserving formulation. More details of the coupled model can be
found in Marshall et al. (2007).
del time step ðDs ¼ DtÞ thus retaining all frequencies; (b) sampled at forcing period
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Fig. 7. Thickness (in m) and sea ice fraction on the 75th month (March) of a coupled
integration. An animation covering the first 50 years of integration can be viewed
from http://mitgcm.org/movies/Sea_Ice_Donut_x1.mpg.
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Although our model can simulate an earth-like climate in a real-
istic configuration, including topography, bathymetry and land
processes, here an idealized aqua-planet configuration has been se-
lected since it simplifies diagnostics of global budgets because
there is no land component11 whilst retaining the sea ice–ocean
interface, the focus of the present study. The model set-up and
parameters are identical to the (Marshall et al., 2007) study, except
that:

(1) An ocean of reduced depth in used (3. km instead of 5.2 km).
This has the advantage of bringing the global ocean volume
closer to the present value and reduces by almost a factor of
2 the time required to integrate the system to equilibrium.

(2) The number of vertical levels employed on the ocean model
is increased from 15 to 25 levels with 10 m resolution near
the surface and 7 levels in the top 100 m.

(3) The KPP vertical mixing scheme is employed (Large et al.,
1994) rather than convective adjustment.

(4) Implicit treatment of internal gravity waves (Robert et al.,
1972) enable the use of a longer atmospheric time step.

These changes affect the spin-up time scale but result in very
little difference to the mean climatic state of the model that
emerges after 1000 years of integration (see Marshall et al., 2007
for a description of the mean state).

The experiment presented hereafter is an adjustment after a
crude restart in which the atmosphere and ocean are set to have
zero winds and currents. The atmosphere is assumed to be dry
and uniformly stratified: the ocean temperature and salinity struc-
ture is taken from a quasi-equilibrium coupled aqua-planet inte-
gration. Sea ice is assumed not be present in the initial state.
With only the long term memory of the coupled system (tempera-
ture and salinity) as initial conditions, after a few hundred years of
integration, the coupled model returns to its mean statistical equi-
librium state. However, in the first 50 years of the adjustment per-
iod, the sea ice distribution develops a fascinating ‘‘donut” shape in
both hemispheres, which, during the first 5 years, melts away in
summer. Thereafter the sea ice ‘‘donut” becomes permanent until
year 27, as illustrated in Fig. 7, and in subsequent years partially
closes during the winter until disappearing completely after 50
years. A detailed analysis indicates that during the first winter,
sea ice recovers almost the same area as that in the equilibrium
state, leading to large sea ice formation in polar regions. The im-
plied brine release is large enough to erode the polar halocline
and to trigger deep mixing and convection at the poles. The pres-
ence of warmer water at depth ð� 200 mÞ provides a source of heat
over the next few decades, which prevents sea ice from completely
covering the poles. Over the open polar waters, strong atmospheric
cooling and brine rejection sustain deep mixing during this period.
The 5-year average (from years 5 to 10) zonal mean net heat fluxes
from the ocean to the atmosphere is represented in Fig. 8 (top pa-
nel) and indicates larger heat loss at the pole, around 50 W/m2,
than on the equatorial flank of the sea ice ring (represented in col-
or) (16 W/m2, at 65�). In contrast, the isolating effect of the sea ice
cover reduces the heat loss to only 8 W/m2 at 75�. The persistent
large-scale polynya at the two poles are simulated here without
sea ice dynamics, but the involved mechanism resembles the one
mentioned for the Antarctic region polynya (Morales Maqueda
et al., 2004).

On yearly time scales, and since ice dynamics is not represented
here, the surface net heat flux from ocean to atmosphere and the
oceanic heat exchange at the base of the sea ice are not very differ-
11 The simple land-component and run-off scheme conserve fresh water and heat;
however, continental ice is not yet accounted for in the present model. And in general,
storage over land that involves very different time scales complicates global budgets.
ent: the difference is plotted in Fig. 8 (bottom panel, dashed blue
line) and does not exceed 4 W/m2 over a 5-year period. It matches
exactly, to machine precision, the heat storage in the sea ice and
snow cover (red line), thus confirming the excellent conservation
of heat at the ocean sea ice-atmosphere interfaces.

A similar diagnostic for fresh water can be derived. The 5-year
average (years 5–10) zonally integrated meridional transport in
the ocean (Fig. 9 bottom panel) has been integrated on the native
model grid, from the bottom to the top, taking into account the
time-varying grid cell thickness of the z� coordinate. The stream-
function at the surface (top panel, red line) does not vanish but
is very close to the integrated fresh-water flux at the surface (blue
line). A perfect match is obtained when the sea-level storage term
og=odt (dashed blue line) is added to the fresh-water flux, with
residual differences of less than 10�13 Sv, the precision of the
machine.

http://mitgcm.org/movies/Sea_Ice_Donut_x1.mpg
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In addition to fluxes and transport, the evolution of mean sea-
level, heat content or salt content can also be compared to the time
integrated associated surface flux, and is an even more precise
indicator of any small drift or inaccuracy that might accumulate
over time. Such diagnostics are discussed hereafter.

The time integrated atmospheric fresh-water flux (P–E, Fig. 10a,
black line) drops rapidly but then remains remarkably constant,
representing the initial moistening of the atmosphere, which is ini-
tialized from a completely dry state. Thereafter the atmosphere
takes on a relatively constant ‘head’ of water vapor. In contrast,
the sea ice and ocean fresh water content (Fig. 10a, blue and green
line) can be seen drifting in the opposite direction, corresponding
to a global increase of sea ice and snow storage. A double seasonal
cycle in sea ice volume can be identified in the first years of inte-
gration (Fig. 10a) but is subsequently strongly damped when ice
volume steadily grows after year 5. As expected, the integrated
fresh-water flux into the ocean (and below sea ice where sea ice
is present) (Fig. 10a, in red) matches well the evolution of sea-level
(in green). Simply by subtracting the incoming time integrated
fresh-water flux from the fresh-water content (Fig. 10b), one can
check the accuracy of the fresh-water conservation over the 50
years of integration, for the ocean component (red line), the sea
ice component (blue line) or the combination of the two (black
line). In all cases, the residual is of the order of the machine preci-
sion ð� 10�12 kg=m2Þ when compared to the magnitude of local
variations (� 1000 kg=m2 � 1 m of sea-level).

The time integrated salt budget (not shown) is somewhat sim-
pler, since it involves only sea ice (with constant salinity) and the
oceanic component. It has similar levels of conservation with resid-
uals of the order of � 10�7g=m2, close to the machine precision
when compared to a typical water column salt content
ð� 108g=m2Þ.
The time integrated heat budget (Fig. 11) shows a larger dis-
equilibrium than its salt and fresh-water counter-parts: the atmo-
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spheric net surface heat flux (black line), the oceanic surface heat
flux (red line) and the oceanic heat content (green line) all indicate
a relatively large oceanic warming which slowly diminishes to-
ward the end of the 50 years simulation, but remains much larger
than the sea ice heat storage term (blue line). The coupled system
is subject to radiative fluxes at the top, which are not balanced in
this adjustment experiment: compared to the quasi-equilibrium
state from which the initial oceanic temperature is taken, and to
where the coupled model is returning over time, the planetary al-
bedo is lower because of reduced sea ice and snow cover extent.
This explains the significant early warming phase which attenuates
after 25–30 years of simulation, as the sea ice cover increases along
with the planetary albedo.

The accuracy to which heat is conserved (Fig. 11b), for the ocean
component (red line), the sea ice component (blue line) or the
combination of the two (black line) is again limited by machine
precision, and exhibits residuals of the order of 10�3 J/m2 when
compared to the typical water column heat content ð� 1011 J=m2Þ.

The perfect conservation of heat, salt and fresh water demon-
strated in these coupled experiment, is a consequence of the use
of the non-linear free formulation which provides a natural and
conservative way of dealing with free-surface undulations and
fresh-water mass exchange in tracer budgets (Campin et al.,
2004). However, in applications where sea ice can become rather
thick near the poles, and thicker than the vertical resolution at
the surface (10 m in this case), the rescaled vertical coordinate z�

becomes essential since it allows mass exchange and its related
ice-loading formulation to be used without vertical resolution lim-
itations near the surface.

5. Conclusions

The rescaled vertical coordinate z� allows one to fully account
for fresh-water mass exchange between sea ice and ocean and
the resulting sea ice loading acting at the top of the ocean column.
In particular, the z� formulation avoids the problem of surface lev-
els disappearing under thick sea ice loading even when modest
vertical resolution is used.

Sea ice and the upper ocean are strongly coupled because of freez-
ing and melting. But in addition to this thermodynamical coupling,
the sea ice loading strengthens the dynamical coupling between
the two components. Thus places special demands on the time-step-
ping methods employed in coupled sea ice–ocean model required to
ensure numerical stability. The detailed time-stepping implementa-
tion described here proves to be stable and conservative.

Two radically different set-ups were used to illustrate the suc-
cessful implementation of mass exchange and ice-loading with z�

coordinate.
The non-linear free-surface provides a natural and conservative

way of dealing with free-surface undulations and tracer budgets
which account for free-surface induced column thickness varia-
tions in the tracer budget (Campin et al., 2004). The z� formulation
inherits from this free-surface implementation and demonstrates
perfect conservation of fresh-water heat and salt in an idealized
configuration of the coupled atmosphere sea ice–ocean MITgcm
model. This endows the coupled model with a crucial advantage
for long term integrations.

The ice-loading dynamical effects are analyzed in a high resolu-
tion z� coordinate global ocean sea ice model, and do not show any
sign of instability despite use of a reasonably long time step. The
sea ice dynamics responds rapidly to high frequency wind forcing,
and generates high frequency oceanic variability, which is ne-
glected unless sea ice loading is accounted for. Although this
source of oceanic variability is significant at the forcing frequency,
and tends to dominate near the ice-edge front, its relative impor-
tance would need to be addressed by comparing with other
sources of barotropic forcing such as tides (absent in our
simulations).

Among other applications that can benefit from the z� coordi-
nate formulation, the explicit representation of barotropic tides
in OGCMs is certainly a major one, as illustrated by (Adcroft and
Campin, 2004). With growing interest in tides – sea ice interactions
(e.g. (Hibler, 2006)), a significant improvement can be expected
from the z� coordinate with realistic sea ice loading effects inter-
acting with oceanic tides and sea ice dynamics. This will be the
subject of future papers.
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