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ABSTRACT
We investigate the in� uence of a cyclonic vortical � ow on the lateral spreading of newly mixed

� uid generated through localized deep convection. Localized open ocean deep convection often
occurs within such a cyclonic gyre circulation, since the associated upwardly domed isopycnals and
weaker strati� cation locally precondition the ocean for deeper convection. In the absence of ambient
� ow, localized convectionhas been shown to result in strong lateral � uxes of buoyancygenerated by
baroclinic instability, sufficient to offset the local surface buoyancy loss and limit the density
anomaly of the convectivelygenerated water mass.

Here we examine the consequences of a cyclonic ambient � ow on this baroclinic instability and
lateral mixing. To isolate the in� uence of the circulation on this later stage of localized convection,
we parameterize the convectivemixing by the introductionof baroclinic point vortices (‘‘hetons’’) in
a two-layer quasi-geostrophicmodel, and prescribe the initial � ow by a patch of constant potential
vorticity. Linear stability analysis of the combined system of pre-existing cyclonic vortex and
convectively generated baroclinic vortex indicates scenarios in which the pre-existing cyclonic
circulation can modify the baroclinic instability. Numerical experiments with the two-layer QG
model show that the effectiveness of the lateral heat � uxes can be strongly diminished by the action
of the pre-existing circulation, thereby increasing the density anomaly of the convected water mass.

1. Introduction

In several recent studies of localized open ocean deep convection (Legg and Marshall,
1993; Send and Marshall, 1995; Visbeck et al., 1996; Ivey et al., 1995; Coates et al., 1995;
Brickman, 1995; Legg et al., 1996) it has become clear that baroclinic instability of the
localized convection site leads to signi� cant lateral � uxes of buoyancy as � uid is
transported away from and into the convecting site by � nite amplitude eddies. These lateral
� uxes may be large enough to completely offset the surface forcing. A statistically steady
state may result, in which the density anomaly of the overturned � uid ceases to increase,
and the deepening of the mixed layer is halted. If the lateral � uxes achieved by baroclinic
instability were in any way rendered less effective, different water-mass properties would
result.
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Previous studies of localized convection have considered a convecting region within a
volume of either in� nite extent (Legg and Marshall, 1993; Legg et al., 1996) or con� ned by
the numerical domain (Jones and Marshall, 1993) or laboratory apparatus (Coates et al.,
1995; Brickman, 1995). Most of these studies assume a quiescent initial � ow (although
Ivey et al. (1995) considered a preconditioning � ow driven by a rotating disc). Observa-
tions, however, reveal that convection often occurs within a local gyre circulation
(Killworth, 1983). This may be associated with (i) local topographic features such as the
Rhone fan in the northwest Mediterranean (Swallow and Caston, 1973; Hogg, 1973) or
Maud Rise in the Weddell Sea (Gordon, 1978;Alverson and Owens, 1996), (ii) winter-time
intensi� cation of the wind-driven circulation (Pinardi and Navarra, 1993) or (iii) localized
cooling such as that generated by winds blowing off the ice-sheet in the Labrador Sea
(Clarke and Gascard, 1983; Seung, 1987) or a combination of all three processes. A
cyclonic shear is associated with doming of isopycnals up to the surface and provides one
of the ‘‘preconditioning’’ factors necessary for deep convection events. Since the eddies
generated by baroclinic instability carry � uid out of the convecting region and into the
ambient circulation, the spreading phase of deep-water formation should not be considered
in isolation from the background � ow. Recent observations in the Labrador Sea (Peter
Rhines, personal communication, 1997) show signi� cant barotropic eddy activity occur-
ring at the time of deep convection, further motivating an investigation of the in� uence of
barotropic � ow on the convection and spreading.

Several recent studies have begun to examine the preconditioning of the ocean for
locally deeper convection by the ambient circulation, including the � ow trapped over
topography (Alverson and Owens, 1996; Madec et al., 1996), isolated geostrophic eddies
(Legg et al., 1998), and wind-driven barotropic gyres (Madec et al., 1996). All of these
studies show that in addition to in� uencing the localizationof convection, the ambient � ow
may also in� uence the spreading of the convected � uid. Alverson and Owens (1996) show
that baroclinic instability may be replaced by mean � ow advection in the presence of a
uniform � ow, while Madec et al. (1996) suggest that a barotropic gyre circulation may
suppress baroclinic instability of the convecting area. In this study we examine in detail the
in� uences of ambient gyre � ows associated with the preconditioning and wind-driven
circulation on the development of baroclinic instability. We investigate in particular the
possibility that this pre-existing circulation can affect the rate at which convected water
subsequently spreads away from the formation region, and the efficiency with which
baroclinic instability draws buoyancy into the convecting patch.

The in� uence of barotropic � ow on baroclinic instability has been examined in the
context of atmospheric baroclinic life cycles, where a ‘‘barotropic governor’’ (James,
1987) can suppress the eddy activity. In contrast to these zonal atmospheric � ows, in the
oceanic convection context both baroclinic and barotropic � ows are localized within
eddies or gyres, where the spatial scale of the localization can in� uence the stability.

We use a highly idealized model to capture baroclinic instability and its modi� cation by
the ambient circulation: a point vortex ‘heton’model of the convecting process, embedded
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within a contour-dynamical representation of the pre-existing circulation.The point-vortex
model was introduced by Legg and Marshall (1993) (hereafter LM), and its efficiency and
applicability in the study of the properties of the spreading phase of convection demon-
strated by Legg et al. (1996) (hereafter LJV). The advantages of this Lagrangian
formulation include its low cost, and the absence of boundaries or viscous processes. We
regard the results of heton model experiments as providing a useful guide ranging across
parameter space which can be investigated further by other (more expensive) numerical
models containing more complete physics.

Through the combination of linear stability analyses (a variant on the results of Flierl
(1988) and Nakamura (1993)) and numerical experiments using the heton model, we � nd
that the addition of an ambient circulation comprising a vortex with a strong barotropic
component can suppress the baroclinic instabilityof the convected region. The suppression
of the instability is a consequence of the change in the absolute vorticity of the convective
region, and along with it, stronger angular momentum constraints on the instability
process. Associated with the reduction in instability, the lateral spreading of the overturned
� uid is diminished, as are the lateral � uxes of buoyancy drawn into the convecting region
from the periphery. We conclude that the properties of the mixed water will be altered by
the presence of a barotropic swirl, with a smaller volume of denser water being generated.

In Section 2 we brie� y review the properties of the heton model of the spreading phase
of ocean convection from LM and LJV, and outline the potential vorticity representation of
the preconditioned � ow. After a discussion of the predictions for stability of the convected
region deduced from linear theory in Section 3, numerical experiments using the Lagran-
gian quasi-geostrophic two-layer point vortex/contour dynamics model are described in
Section 4, and the implications for deep-water formation discussed in Section 5.

2. A point vortex model of the convection region

The localized convective mixing due to buoyancy forcing at the ocean surface leads to
the generation of a density anomaly in the convected region, which under the in� uence of
rotation and gravity relaxes to a state of geostrophic adjustment, with a baroclinic rim
current associated with the region of dense � uid.The baroclinic structure of this geostrophi-
cally adjusted state can be represented most simply in a two-layer quasi-geostrophicmodel
with a cyclonic � ow in the upper layer and an anticyclonic � ow in the lower layer. The
ongoing forcing serves to transform the density of the � uid from that of the upper layer to
that of the lower layer, thereby raising the interface between the layers in the forcing
region. Prognostic equations in the quasi-geostrophic representation are given in terms of
potential vorticity, which contain information on the velocity � elds in addition to the
density anomaly. We make a further discretization by representing the potential vorticity
� eld in terms of an ensemble of point vortices. Since the potential vorticity anomaly
associated with a density anomaly is baroclinic (the surface density anomaly is replaced by
a potential vorticity anomaly placed beneath an isothermal surface as described by
Bretherton (1966) and elucidated further in LM), the point vortex representation involves
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baroclinic pairs of vortices, with cyclonic vortices in the upper layer and anticyclonic
vortices in the lower layer. The term ‘heton’has been coined to describe such a point vortex
pair (Hogg and Stommel, 1985). This discretization results in a model of the development
of the density anomaly and attendant geostrophic dynamics of considerable simplicity and
economy, of which further details are given in Legg and Marshall (1993).

a. The heton model: summary of previous results

In the heton model a two-layer quasi-geostrophic model is used to represent the
geostrophically adjusted convectively-mixed water column. The model is formulated in
terms of potentialvorticity with a baroclinic potential vorticity anomaly qbc being related to
a buoyancy anomaly b through

qbc 5 2
f

N 2H
b; q1 5 q bc, q2 5 2 q bc (1)

where

b 5 2 g
D r

r 0
(2)

where g is the gravitational acceleration, f is the Coriolis parameter, r 0 is the reference
density, D r is the density anomaly, N is the Brunt-Väisälä frequency, and H is the layer
depth. q1 and q2 are the potential vorticity anomalies in the upper and lower layers
respectively, with units of s 2 1. N 2 5 g/ r 0( r 2 2 r 1)/H where r 1 and r 2 are the densities of
the upper and lower layer respectively (See Fig. 1). A surface buyancy forcing B0 generates
a buoyancy anomaly at a rate

db

dt
5 2

B0

H
(3)

Figure 1. A schematic diagram showing the vertical structure of the two-layer quasi-geostrophic
model. The layer depths, h, are equal, and the deformation radius l 5 (g D r h/(2r 0))1/2/f, where
D r 5 r 2 2 r 1.
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so that

dqbc

dt
5 Rq f 2 (4)

where Rq 5 B0/(H 2N 2 f ) is a nondimensionalmeasure of the forcing strength. Rq represents
the potential vorticity anomaly generated in time 1/f as compared to the planetary vorticity
f. As such Rq is similar to a Rossby number (relative vorticity compared to planetary
vorticity). Oceanic values are typically very small ranging from 10 2 5 for weak forcing and
strong N, to 102 1 for very strong forcing.

This potential vorticity anomaly is discretized into point vortices, to enable efficient
computation, and provide a controllable element of randomness and clumping in the
buoyancy forcing, mimicking the spatial � uctuationsof the oceanic forcing. The number of
point vortex pairs (hetons), N , within the forcing disc of area A is related to qbc by N 5
qbcA/s where s is the strength of the individual point vortices. Hence the rate of increase of
hetons is given by

d N

dt
5

AfB0

sN 2H 2
5 p 1

r

l 2
2 Rq f

Sp
(5)

where l 5 NH/(Î 2f ) is a modi� ed deformation radius; Sp 5 s/(l 2f ) is a nondimensional
vortex strength; and r is the radius of the circular disc over which cooling is applied.
Physical results of the problem do not depend on Sp provided it is sufficiently small to allow
the vortices to act as an ensemble.

In the numerical experiments of LM and LJV the dynamics of the convecting region in
the absence of any ambient � ow were investigated. In the reference experiment of LM a
cooling is applied over the circular disc of a radius several times the deformation radius,
generating a baroclinic potential vorticity anomaly at a rate given by (4), discretized by the
addition of hetons (Fig. 2a). A sheared rim current is generated around the cooling region
(Fig. 2b), which eventually becomes baroclinically unstable, allowing tilted clusters of
hetons to break out of the cooling region (Fig. 2c). There is symmetry between the
developmentof the instability in the upper and lower layers, so that the tilted heton clusters
have approximately equal numbers of hetons in upper and lower layers, and can therefore
self-propagate away from the convected region inde� nitely (Fig. 2d). A statistically steady
state is established after only a few days, in which the rate of generation of hetons is
balanced by the rate at which they are � uxed out of the patch by baroclinic instability
(Fig. 3). The implied lateral heat � ux achieved by the migrating hetons is sufficient to
completely balance the surface cooling. Since the number of hetons within the cooling
region remains roughly constant at later times, the density anomaly of the overturned � uid
does not increase further. LJV found simple scaling relationships for the equilibrium
number of hetons in the patch and correspondingequilibriumbuoyancyanomaly, as well as
the time at which the breakup of the patch occurred. These relationships closely match their
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predictions made using a simple theory of the statistically steady state in which the � ux of
dense � uid through the boundary of the forcing region balances the generation of dense
� uid by the surface buoyancy anomaly, and the root mean square � ux velocity across this
boundary is proportional to the rim current. (A corresponding set of relationships are found
by Visbeck et al. (1996) for simulations and laboratory experiments of convection into a
continuously strati� ed � uid.)

Figure 2. Four pictures charting the development of an evolving cluster of hetons in the reference
experiment. Each picture shows the trajectories of the hetons over a period of 6 3 (1/f ). The
trajectories of the upper-layer vortices are shown by dotted lines, while those of the lower-layer
vortices are shown by solid lines.A cross marks the position of an upper layer vortex at the end of
its trajectory,while a lower-layer vortex is marked by an asterisk.The horizontal scale is presented
in units of l and the hetons are introduced over a disc of diameter 5 l . The pictures are for the
following periods; (a) 6 to 12 3 (1/f ), (b) 12 to 18 3 (1/f ), (c) 18 to 24 3 (1/f ), (d) 24 to 30 3
(1/f ).
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Although each baroclinic point vortex pair is associated with a localized density
anomaly, as an ensemble the hetons generate a density anomaly which decays over a � nite
distance, determined by the deformation radius, similar to that generated in a primitive
equation model. (See LJV for comparison of density � elds at similar stages of evolution for
a primitive equation calculation and a heton model calculation of localized convection.)

LJV estimate the � ux velocity from linear stability arguments (as in Stone, 1972), with
the ratio between � ux velocity and rim current velocity proportional to the growth rate of
the instability (nondimensionalized by the potential vorticity anomaly). If these linear
stability arguments to estimate � ux velocity are applicable during the � nite amplitude
development of the instability, we would expect a decrease in growth rate to (a) increase
the equilibrium density of the convected region (b) increase the time taken to reach
equilibrium.

In the experiments to be described, the parameters will match those of LM, with a
forcing parameter of Rq 5 0.08, (corresponding to a surface cooling of H 5 800 W/m2

into a two-layer � uid of depth 2 km and strati� cation N 2 5 5.0 3 10 2 8 s 2 2 ), a patch radius
of r 5 5 l (where l 5 1.58 km) and a nondimensionalvortex strength of Sp 5 1.9. It should
be noted that the value of forcing given is stronger than usually found in convection

Figure 3. The evolution in time of the numbers of hetons: Ntot, the total number of hetons; Nin, the
number of hetons within the forcing region; Nout, the number of hetons outside the forcing region;
for the reference experiment.
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regions, while N 2, r/l , and l are all smaller than typical values. The evidence of scaling
behavior given in LJV allows us to have con� dence that results will apply even for more
typical values, and the present choice is a convenient computational one, allowing more
rapid calculations. (A wide range of r/ l and Rq values are accessible—see LJV—but larger
r/ l requires more individual vortices, while smaller Rq takes longer to reach equilibrium,
both increasing the time of computation). The breakup time scale in this reference
experiment is Tb 5 15(1/f ), to which the development time scales in the presence of
ambient � ow will be compared. To represent the larger scale preconditioned � ow, we use a
patch of piece-wise constant potential vorticity to induce a large-scale swirl and employ a
mixture of contour dynamics (see Appendix B) and point vortex techniques.

b. A potential vorticity representation of the ambient � ow

We focus on two different aspects of the pre-existing circulation in the convecting
region. The � rst is the surface-intensi� ed cyclonic circulation in geostrophic wind balance
with the domed ‘‘preconditioned’’ density pro� le, of which numerous observations exist.
Lazier (1973) and Clarke and Gascard (1983) in the Labrador Sea, recorded a surface
density anomaly of s T8 , 0.6 kg m 2 3 over an area 200 km across, associated with a doming
of isopycnals and supporting a cyclonic circulation. Similarly, Swallow and Caston (1973)
observe surface density anomalies of magnitude s T8 , 0.1 2 0.2 kg m 2 3 in the Mediterra-
nean, (Fig. 4), over an area 75 km across in the east-west direction, and 30 km across in the
north-south direction.Associated with the density anomaly are cyclonic geostrophic shears
of , 5 cm s 2 1 over a radius of 20 km, con� ned mainly to the upper 200 m, in the
Mediterranean, and , 15 cm s 2 1 in the Labrador Sea. Inspection of the vertical pro� le of
the density structure reveals that the density anomaly extends to about 500 m in the
Mediterranean, and 1000–1500 m in the Labrador Sea. The vertical structure of the
velocity pro� le is less clear, but a deep cyclonic shear of about 0.05 cm/s at 1500 m,
relative to 2000 m is deduced in the Mediterranean (Swallow and Caston, 1973).

The second aspect of the pre-existing � ow which we will consider is the barotropic
component of the circulation, poorly estimated from observations, but available from
numerical simulations forced by climatological surface wind stresses. Numerical simula-
tions such as that of Zavatarelli and Mellor (1995) reveal a barotropic cyclonic gyre in the
Gulf of Lions of maximum intensity during the winter, with velocities of a few cm s 2 1.
Modeling of the circulation associated with convection over Maud Rise (Alverson and
Owens, 1996) indicates that a strong barotropic (anticyclonic) circulation can develop as a
‘‘Taylor cap’’ � ow.

We represent these two aspects of the ambient � ow—the surface density anomaly, and
the barotropic vortical � ow—using piece-wise constant potential vorticity distributions.
The anomaly is chosen to be of a similar spatial dimension to the convective chimney,
since it is likely that the preconditioned � ow coincides with the area where overturning
takes place. We will assume that the ambient circulation takes the form of a circular
cyclonic vortex, of radius b, with the baroclinic convectively generated vortex of radius a
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Figure 4. Observations of (a) the preconditioned potential density section through the region of
highest surface density in the Gulf of Lions, Mediterranean Sea (from Swallow and Caston, 1973)
and (b) the preconditionedpotential density anomaly at 100 db in the Labrador Sea (from Gascard
and Clarke, 1983), showing the existence of a region of weaker initial strati� cation associatedwith
the doming of isopycnals to the surface.
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embedded within it (Fig. 5). The two different representations of the ambient � ow that we
will examine are (see Fig. 6): (case i) anomalously high potential vorticity extending
through both layers, equivalent to a barotropic cylonic � ow with no density anomaly
(q1 5 q2 . 0) (where we are considering the preconditioned vortex potential vorticity
anomaly only), and (case ii) high potential vorticity con� ned to the upper layer only,
(q1 . 0; q2 5 0), representing a positive surface density anomaly, invoking the ideas of
Bretherton (1966). Case (ii) is associated with a cyclonic shear with height, corresponding
to a reduction in the strati� cation in the center of the vortex, consistent with the
preconditioning context. The ambient � ow in the convecting region in nature probably
contains a mixture of these two features. The results for an anticyclonic barotropic vortex
would be completely analogous to those of the cyclonic barotropic vortex. Prior to the
generation of a baroclinic potential vorticity anomaly by surface buoyancy forcing, both
forms of preconditioned circulation are stable to baroclinic instability.

3. Predictions from linear stability analysis

Details of the linear stability analysis of a circular baroclinic vortex representing the
circulation generated through convection, embedded in a barotropic vortex representing
the preconditioned circulation, are given in Appendix A. Here only the salient points are
outlined, followed by a � nite amplitude investigation using contour dynamics.

We examine the stability of two piece-wise constant concentric vortices in each layer, of
radius a (the baroclinic vortex of potential vorticity qbc) and radius b (the barotropic vortex
of vorticity anomaly qbt in case i, or the vortex of potential vorticity anomaly q0 in the
upper layer, with no signal in the lower layer in case ii) (Fig. 5). This piece-wise constant
representation forces the change in surface density anomaly to be very abrupt, and is

Figure 5. The potential vorticity structure of the baroclinic convectivelygenerated vortex of radius a
containedwithin a preconditioned� ow of radius b, with potential vorticity anomaly qb.
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Figure 6. The total potential vorticity anomaly as a function of radius for two different precondi-
tioned vortex scenarios. Case i: The preconditioned circulation is independent of z, so that in
addition to the barocliniccomponentof the potentialvorticityanomaly, qbc of radius a, a barotropic
component, qbt of radius b, is added to both layers. Case ii: A preconditionedpotential vorticity q0

of radius b is added to the upper layer only.
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therefore rather more extreme than found in nature. However, an advantage of this
representation is the relative simplicity of the linear stability analysis. In the atmospheric
context Nakamura performed a linear stability analysis of a two-layer QG zonal � ow
separated into three distinct regions, analogous to our inner vortex, outer vortex and
exterior region. However, he examined jet-like baroclinic and barotropic � ow only for
coincident baroclinic and barotropic jets. By contrast we examine cases where baroclinic
and barotropic jets need not be coincident. Like Flierl (1988), we examine axisymmetric
eddy � ow in which the eddy size is an additional important parameter, rather than zonal
� ow as in Nakamura (1993).

The linear stability analysis indicates that in the case of a pre-existing circulation
independent of height (case i), instability of the convected region can be completely
suppressed if the baroclinic convectively generated potential vorticity anomaly is of a
lesser magnitude than the pre-existing barotropic anomaly; as shown by Flierl (1988),

* qbc * . * qbt * is a necessary condition for instability (see Fig. 6). (This also corresponds to
the necessary condition for instability from the Charney-Stern theorem (Charney and
Stern, (1962).) When the barotropic potential vorticity is of lower magnitude, instability
occurs with a reduced growth rate (Fig. 17a).

Extension of Flierl’s analysis to barotropic and baroclinic circulations of different radii
(see Appendix A) shows that the suppression of the instability can only occur when the
pre-existing vortex and convectivelygenerated vortex are of similar size. If the boundaries
of the two vortices are separated by more than a few deformation radii, they no longer
in� uence one another.

In case ii—the preconditioned vortex with cyclonic vorticity in the upper layer
only—instability is always possible, no matter how large the preconditioned potential
vorticity anomaly. Furthermore, for the fastest growing mode, the growth rate is increased
(Fig. 17b) when a 5 b.

Purely barotropic instabilitycould occur if the potential vorticity jumps were of opposite
sign at r 5 a and r 5 b, but of the same sign in each of the two layers. However, this does
not fall within the regime we have selected, where the potential vorticity of vortex radius a
is entirely baroclinic.

Motivated by the results of the linear stability analysis, we examine the � nite-amplitude
development of the baroclinic instability of a circular piece-wise constant vortex, in each
scenario. A similar study was performed by Helfrich and Send (1988), and we extend their
work to include concentric vortices of different sizes. As in the stability analysis, we
examine the development of two piece-wise constant concentric vortices in each layer,
with potential vorticities corresponding to case (i) or case (ii) as above. In case i, in
agreement with the predictions of the linear stability analysis, we � nd that when b 5 a,
instability is prevented for values qbt/qbc . 1 (Fig. 7d). At lower values of qbt/qbc, the
instability is suppressed particularly in the upper layer (which has potential vorticity of the
same sign as the barotropic potential vorticity), while the perturbation grows in the lower
layer (Fig. 7b,c). However, the mechanism for self-propulsion of potential vorticity
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anomalies outward is no longer present.Any clusters which break off from the main vortex
contain predominantly lower-layer vorticity, so that they remain close to, and circle around
the main vortex, in accord with the results of Helfrich and Send (1988). If b is much larger
than a, we � nd that, as predicted, instability takes place even at large values of qbt/qbc

(Fig. 8). However, as the tilted vortex dipoles move outward, they eventually come close
enough to the boundary of the barotropic vortex to interact with it, and any further outward
movement is prevented. For lower values of qbt/qbc the translating baroclinic dipoles cause
fragments of the barotropic vortex to be ejected in their path.

In the � nite amplitude integrations corresponding to case (ii), where the preconditioned
vortex of radius b has potential vorticity anomaly q0 in the upper layer, and zero potential

Figure 7. Results of numerical integrations using contour dynamics, showing the evolution of a
baroclinic vortex of radius r 5 a contained within a vortex of radius r 5 b. Case i: qb 5 qbt,
independentof z. In all cases vortex a is of radius a 5 5 l and has potential vorticity anomaly qa 5
qbc in the upper layer, and qa 5 2 qbc in the lower layer. The radii of the barotropic and baroclinic
circulations are equal: a 5 b, and hence the vortex boundaries are coincident at all times, since
they are material surfaces. qbt takes values (a) 0, (b) 0.2qbc, (c) 0.5qbc, (d) 1.0qbc. The contour
positions at a time of about 8 3 (1/qbc) are shown for all cases, with the solid and dotted lines
representing the upper and lower layer boundaries respectively.The tendency for the meanders to
grow in the lower layer only as qbt/qbc increases is demonstrated, while when qbt/qbc 5 1, the
instability is completely suppressed.
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vorticity anomaly in the lower layer, the baroclinic vortex of radius a and baroclinic
potential vorticity qbc is always unstable, as predicted by the linear stability theory.
However, the meanders develop predominantly in the lower layer, which has potential
vorticity of opposite sign to the barotropic component of the � ow, resulting in a spreading
of � uid in the lower layer only. During the instability of a purely baroclinic vortex (Fig. 7a)
dipolar eddy structures are created possessing a symmetry between meander development
in upper and lower layers; the self propagation of these dipoles � uxes � uid very efficiently
out of the patch. However, when the meanders occur in the lower layer only, as in case (ii),
this mechanism for propulsion of � uid out of the patch is removed (Fig. 9).

Similar calculations (not shown) with anticyclonic barotropic vorticity con� rm that
analogous behavior occurs, but with meanders occurring predominantly in the upper layer
(where qbc is of opposite sign to qbt).

Figure 8. As for Figure 7, but with larger outer vortex radii b; b 5 8 l . (a) qbt 5 0.2qbc, t 5 8 3
(1/qbc) (b) qbt 5 0.2qbc, t 5 11 3 (1/qbc) (c) qbt 5 1.0qbc, t 5 8 3 (1/qbc), (d) qbt 5 1.0qbc, t 5 14 3
(1/qbc). Initially the development of the instability is unhindered, and the lobes of the baroclinic
vortex are symmetrical between upper and lower layers, but at later times, greater development of
the lower layer lobes, (b), or inability of the instability to develop further, (d), is evidence of the
in� uence of the barotropicouter vortex.

120 Journal of Marine Research [56, 1



Based on these results, one would expect baroclinic instability to be prevented from
occurring in a convecting region embedded in a barotropic circulation at sufficiently high
values of qbt/qbc when b 5 a. Lateral spreading of the lower layer anomaly would be
greater than that of the upper layer for intermediate values of qbt/qbc, for cyclonic qbt.
(Spreading of the cyclonic upper layer would be greater for anticyclonic qbt.) When the
preconditioned vortex is signi� cantly larger than the baroclinic convectively generated
vortex, we do not expect the instability to be suppressed initially.When the meanders of the
convective vortex boundary have propagated out to the boundary of the preconditioned
vortex the instability may then be suppressed (Fig. 8). A pre-existing circulation consisting
of cyclonic vorticity in the upper layer only, while it does not suppress the initial instability
and may even enhance it, alters the � nite amplitude development.

4. Numerical experiments with hetons in a preconditioned � ow

The numerical experiments to be described are based on the ‘‘reference’’ experiment of
LM outlined earlier, with hetons of strength s 5 1.9l 2f being added at a constant rate given
by (5) randomly positioned over a disc 10l in diameter. (See Legg and Marshall (1993) for
details.) However, now a barotropic circulation is added, represented by an initially
circular patch of piece-wise constant potential vorticity. Three different possible pre-
existing vortex scenarios are investigated, selected using results from our linear stability
analysis as a guide. It should be recalled that a preconditioned vortex with a potential
vorticity larger than the magnitude of the baroclinic potential vorticity anomaly of the
convectively generated circulation is required, in order to suppress the baroclinic instabil-
ity. Hence, since the maximum value of baroclinic potential vorticity anomaly in the
reference experiment is q < 0.95f0, we select a preconditionedvortex with qbt 5 f0 (case i)
or q0 5 f0 (case ii). (Later discussion will show that for more typical forcing strengths and
length scales, smaller, more realistic values of qbt will be sufficient.) In order to investigate
the in� uence of the vortex size, we examine case (i) with a radius of b 5 6l and b 5 8l .
(The radius of the baroclinic vortex is a 5 5 l .) Hence our three different ambient
circulation scenarios are as follows: a vortex of radius 6 l , and potential vorticity anomaly
of f0, independentof z, (Fig. 10); a vortex of radius 8 l and potential vorticity anomaly of f0,
independent of z, (Fig. 12); and a vortex of radius 6 l with a potential vorticity anomaly of
f0, in the upper layer only, (Fig. 14).

a. The evolution of the heton cluster in the presence of a barotropic vortex of radius 6l

The � rst experiment (Fig. 10) lies in the regime where linear theory suggests baroclinic
instability will be absent until the baroclinic potential vorticity anomaly is greater in
magnitude than the barotropic, pre-existing anomaly. The results of the experiment show
that, as expected, the ability of baroclinic instability to form self-propelling dipoles which
� ux the overturned � uid efficiently out of the cooling patch is severely reduced. The
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behavior of vortices is markedly different in the upper and lower layers, with lower-layer
vortices being � uxed efficiently out of the patch, the numbers of lower-layer vortices
within the patch remaining approximately steady after t 5 15/f; while the number of
vortices in the upper layer continues to increase steadily (Fig. 11). The symmetry between
the development of the instability in the upper and lower layers present in the reference
experiment (Fig. 2d) has therefore been removed by the presence of the barotropic
anomaly.

The time scale for the lower-layer vortices to reach a quasi-steady state is similar to the
time scale for both layers in the reference experiment (Fig. 3), suggesting that in this layer,
the efficiency of the � ux velocity is unaltered.

Figure 9. Results of numerical integrations using contour dynamics, showing the evolution of a
baroclinic vortex of radius r 5 a contained within a vortex of radius r 5 b. Case ii: qb 5 q0 in the
upper layer and qb 5 0 in the lower layer. In all cases the inner vortex has radius a 5 5 l and
potential vorticity anomaly qa 5 qbc in the upper layer, and qa 5 2 qbc in the lower layer. The radii
of the preconditionedand baroclinic circulations are equal: a 5 b, so that one boundary encloses
both the baroclinic and additional potential vorticity anomalies. q0 takes values (a) 0.2qbc, (b)
0.5qbc, (c) 1.0qbc and (d) 2.0qbc. As in Figure 7, the dotted line represents the lower layer contour,
with the solid line representing the upper layer, and positions are shown at about 8 3 (1/qbc). As
q0/qbc increases, the meanders tend to grow only in the lower layer.
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If the populationof vortices and their rate of increase (Fig. 11) are interpreted in terms of
the implied buoyancy � uxes, about half of the surface buoyancy loss is offset by the lateral
� uxes affected by the lower-layer vortices, while the other half is serving to increase the
density anomaly of the � uid in the overturning region. A statistically steady state exists in
the lower layer, but not in the upper layer. Hence unlike the reference experiment, the
density anomaly of the convecting region continues to increase inde� nitely.

b. The evolution of the heton cluster in the presence of a barotropic vortex of radius 8l

In the second experiment (Fig. 12), the heton cluster initially behaves much the same as
in the reference experiment, although with a solid body rotation superimposed upon the

Figure 10. Four pictures charting the developmentof an evolving cluster of hetons contained within
a barotropic vortex of radius 6 l and potential vorticity qbt 5 f0, independent of z. Each picture
shows the trajectories of the hetons over a period of 0.3 3 (1/f ), and the position of the boundary
of the barotropic vortex at the end of that period. The trajectories of the upper layer vortices are
shown by dotted lines, with a cross marking the end of the trajectory,while those of the lower layer
vortices are shown by solid lines, with an asterisk marking their � nal position. The vortex
boundary is shown by a solid line in the upper layer, and a dotted line in the lower layer. The
horizontal scale is presented in units of l and the hetons are introducedover a disc of diameter 5 l ,
with a strength s 5 0.6p l 2f, at a rate corresponding to a cooling of 800 Watts/m2, as in the
reference experiment. The pictures are for the periods ending at the following times; (a) 12 3
(1/f ), (b) 18 3 (1/f ), (c) 24 3 (1/f ), (d) 30 3 (1/f ).
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velocities. The number of vortices contained within and without the cooling region is
initially symmetric between the two layers (Fig. 13), and identical to that of the reference
experiment. Breakup of the cluster begins at about 15 3 (1/f ), indicated by a rise in the
number of vortices lying outside the cooling region, as in the reference experiment (Fig. 3).
However, at about t 5 18 3 (1/f ), (Fig. 12b), the tilted heton clumps have propagated

Figure 11. The evolution in time of Ntot, Nin, Nout in (a) the upper layer, and (b) the lower layer, in
the presence of a barotropic preconditioned circulation of strength f0 and radius 6l . The lower
layer values were only sampled every 6 time-steps, resulting in a less noisy signal.
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sufficiently close to the larger pre-existing vortex boundary to interact with it. As above, the
lower-layer vortices continue to be � uxed out of the region, but the cyclonic vortex
prevents the upper layer vortices from escaping. The number of lower-layer vortices within
the forcing region reaches an equilibrium, while the number of upper layer vortices
continues to rise.

At later stages several processes combine to balance the surface buoyancy loss: half of it
is balanced by the lateral � ux of buoyancy achieved by migration of the lower-layer
vortices; one quarter is balanced by the lateral � ux of buoyancy due to the upper-layer
vortices migrating out of the cooling region, but unable to move further out than the
boundary of the barotropic vortex at 8l ; one quarter serves to increase the density anomaly
of the overturned region. Hence the density anomaly does not reach a statistically steady
state.

Figure 12. As for Figure 10, but where the barotropicvortex now has a radius of b 5 8l .

1998] 125Legg and Marshall: In� uence of ambient � ow



c. The evolution of the heton cluster in the presence of a upper-layer preconditioned
vortex of radius 6 l

The third experiment contains a preconditioned vortex in the upper layer only. In this
case, at about 12 3 (1/f ) (Fig. 15b), when the baroclinic circulation is of sufficient
magnitude, clusters of lower-layer vortices move outward (Fig. 14). This breakup of the
lower layer is more rapid than in the reference experiment (Fig. 3), suggesting a more
efficient � ux generated by the instability, in accordance with the higher growth rate

Figure 13. The evolution in time of Ntot, Nin, Nout in (a) the upper layer, and (b) the lower layer, in
the presence of a barotropicpreconditionedcirculation of strength f0 and radius 8 l .
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indicated by linear theory. However, without a cyclonic partner, these clusters are unable to
selfpropell very far and they circle the cooling region. On the long term, it appears that, as
in the � rst heton/contour experiment, the lateral buoyancy � ux is achieved solely by the
lower-layer vortices, which have reached a statistically steady state. However, the density
anomaly continues to rise due to the trapped upper-layer vortices.

d. Discussion

These heton experiments, (Figs. 10, 12, 14), exhibit much of the behavior of the
experiments performed with contour dynamics alone, described in Section 3. For example,
when the barotropic vortex is of approximately the same size as the cooling region,
instability is suppressed until there are sufficient hetons to induce a baroclinic PV greater
than the barotropic PV. When instability occurs, lower-layer hetons preferentially migrate
outward, but remain close to the cooling region, so that the efficiency of the instability in
transporting � uid far from the cooling region is suppressed. When the barotropic vortex is
much larger than the baroclinic vortex, instability is not suppressed until migration of heton

Figure 14. As for Figure 10, but where the heton cluster in contained within a vortex of radius 6 l
having a potential vorticity anomaly in the upper layer only, of strength q0 5 f0, corresponding to
case ii in the text.
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clusters out to the boundary of the barotropic vortex has occurred. The heton experiments
clearly demonstrate that even when the barotropic component of the � ow is not large
enough to prevent instability, the lateral buoyancy � uxes are sufficiently suppressed as to
have a signi� cant in� uence on the density anomaly of the overturned � uid.

The heton model, due to its inherently discrete formulation, produces some spurious
interactions between the vortices and the sharp front of the piece-wise constant vortex.

Figure 15. The evolution in time of Ntot, Nin, Nout in (a) the upper layer and (b) the lower layer in
the presence of a preconditionedcirculationof strength f0 in the upper layer only, of radius 6 l .
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These tend to encourage the ejection of the anticyclonic lower-layer vortices and reduce
further the baroclinicityof the convecting region. In the real ocean it is likely that the fronts
of potential vorticity are not so well de� ned as in this piece-wise constant case; the
baroclinic potential vorticity anomaly will be more evenly distributed throughout the
forcing region in nature. However, despite this shortcoming, these experiments provide
motivation for the further investigation of the in� uence of the ambient � ow on the
subsequent development of the dense � uid chimney in a more complete numerical
formulation. They clearly suggest that the effect of the ambient � ow cannot be ignored in
investigationsof the spreading phases of deep convection.

Under continued forcing, the baroclinic potential vorticity anomaly is continuously
increasing. Obviously if the barotropic preconditioned anomaly is very small, it will have
very little in� uence on the development of the instability, because the baroclinic anomaly
will very rapidly be greater in magnitude than the pre-existing barotropic anomaly. We can
estimate the magnitude of the barotropic potential vorticity anomaly necessary to in� uence
the instability by considering the equilibrium potential vorticity anomaly achieved in the
experiments of LJV when the lateral � ux due to baroclinic instability completely balances
the surface forcing. Then the potential vorticity anomaly of the convective region qbc 5
1.0(Rqr/ l )1/2f 5 1.2f (B0r/(H 3N 3))1/2 (where the numerical constants were empirically
determined). If the barotropic anomaly is greater than this value, equilibrium will not be
achieved. In other words a barotropic rim current of U . 0.6 3 (B0r/(H 3N 3))1/2rf will be
necessary to prevent instability. In the ocean, we expect B0 to be of the order of 5 3 10 2 8 to
5 3 102 7 m2 s 2 3, N , 5–50 3 102 4 s 2 1 and r , 104–105 m. Hence barotropic currents
between 1–100 cm/s will be necessary to prevent instability, depending on the magnitude
of the forcing and size of the vortex. Smaller radius cooling regions will have their
instability suppressed by smaller magnitude barotropic currents. The corresponding
barotropic vorticity anomaly may be as low as 0.003f, for small radius, low forcing, and
strong ambient strati� cation (at the limits of these parameters given above). Clearly the
important nondimensionalparameter describing the in� uence of the ambient � ow is

q bt

q bc (eq)
5

q bt

1.2 f 1
N 3H 3

B0r 2
1/2

(6)

the ratio of the barotropic potential vorticity to the equilibrium baroclinic potential
vorticity which would be obtained in the absence of ambient � ow. For our examples this
ratio is 1.6. Future work will investigate the dependence of � ow properties on this ratio.

5. Conclusion

Recent numerical and laboratory studies of localized open ocean convection have
identi� ed baroclinic instability as providing a lateral � ux of buoyancy,which in some cases
completely offsets the surface buoyancy loss, and so limits the depth of the mixed layer and
density anomaly of the overturned � uid. Here we have identi� ed and assessed the

1998] 129Legg and Marshall: In� uence of ambient � ow



importance of a process which is likely to in� uence the efficiency of the lateral � uxes, by
preventing the onset, and suppressing the development of the baroclinic instability: the
barotropic vortical component of the ambient circulation. Such a barotropic circulation
may exist as a component of the preconditioning necessary to localize deep convection.
The preconditioned � ow appears to be self-perpetuating: the net result of convection is a
reinforced cyclonic vortex, because the anticyclonic component in the lower layer of the
convectively generated � ow is preferentially removed by the baroclinic instability. Analo-
gously, if the preconditioned circulation is comprised predominantly of an anticyclonic
component, we would expect the upper-layer � uxes to be most signi� cant, removing the
cyclonic component of the convectively generated circulation, and hence reinforcing the
anticyclonic preconditioned circulation. If the preconditioned � ow has a signi� cantly
larger dimension than that of the convectively generated circulation, then that � ow may
trap the � uid within its con� nes, and force its continued exposure to the surface forcing in
the region.

In the ocean the interaction between baroclinic instabilityand barotropic circulationmay
be considerably more complex than studied here. The eddies generated through baroclinic
instabilitymay interact so as to generate larger-scale barotropic circulation, through merger
and alignment, and this circulation may then in� uence instability generated by subsequent
convective activity. In this sense, an oceanic analogue to the atmospheric ‘‘barotropic
governor’’ may exist, with barotropic circulation generated through baroclinic instability
ultimately in� uencing the efficiency of that instability.

To conclude, the presence of the preconditioned � ow has a signi� cant in� uence on the
resulting water masses and large-scale � ow, and an accurate parameterization scheme for
the effects of open-ocean deep convection on the large-scale ocean circulation must
account for these features correctly.
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APPENDIX A

Linear stability analysis of a circular two-layer vortex

We summarize the results of stability analyses of a baroclinic piece-wise constant vortex
embedded within a concentric vortex containinga strong barotropic component.We brie� y
show how the stability analysis of Flierl (1988) can be applied to all the cases relevant to
this work, and make an extension of his analysis to include a barotropic vortex which is
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larger than the baroclinic vortex. The investigation of stability is con� ned to the scenario
shown in Figure 6: a baroclinic vortex A of radius a, representing the potential vorticity
anomaly generated through convective overturning, is contained within a vortex B of
radius b which represents any preconditionedcirculation.Vortex A has potential vorticity
qa 5 qbc in the upper layer, and qa 5 2 qbc in the lower layer. Vortex B has potential
vorticity qb of which two scenarios will be considered: (i) qb is independent of z (qb 5 qbt);
(ii) qb is positive in the upper layer, and zero in the lower layer (qb 5 q0, 0 respectively).

Using the formulation of Flierl (1988), the matrix equation for perturbations of the
vortex boundary of azimuthal mode number m can be obtained:

(V 2 V I 2 MmQ) n 0 5 0 (7)

where Mm is the Greens function matrix appropriate for the mode number m, and I is the
identity matrix, V is the matrix of basic state boundary velocities, Q is the matrix of basic
state vortex potential vorticities, n 0 is the vector of boundary perturbation amplitudes, and
V is the frequency of these perturbations (See Flierl (1988) for the detailed derivation).The
vortex will be unstable to the perturbation if the disturbance grows exponentially; i.e. V is
imaginary and V /i . 0. For nontrivial eigenvectors we obtain the eigenvalue equation

determinant(V 2 V I 2 MmQ) 5 0. (8)

For our two-layer, two-vortex con� guration, the matrices take the following form

n 0 5 1
n a

bt

n b
bt

n a
bc

n b
bc 2 (9)

V 5 1
Vbt (a)/a 0 Vbc (a)/a 0

0 Vbt (b)/b 0 Vbc (b)/b

Vbc (a)/a 0 Vbt (a)/a 0

0 Vbc (b)/b 0 Vbt (b)/b 2 (10)

Q 5 1
q a

bt 0 q a
bc 0

0 q b
bt 0 q b

bc

q a
bc 0 q a

bt 0

0 q b
bc 0 q b

bt 2 (11)
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Mm 5 1
1

2m

1

2m 1
b

a2
m2 1

0 0

1

2m 1
b

a 2
m1 1

1

2m
0 0

0 0 Im 1
a

l 2 Km 1
a

l 2 1
b

a 2 Im 1
a

l 2 Km 1
b

l 2
0 0 1

a

b 2 Im 1
a

l 2 Km 1
b

l 2 Im 1
b

l 2 Km 1
b

l 2 2 (12)

where Im(x) and Km(x) are the mth order modi� ed Bessels functions, and l is the effective
deformation radius, l 5 NH/(Î 2f ). The subscripts bt and bc refer to the barotropic and
baroclinic components respectively. Furthermore, the velocities can be expressed, in terms
of the potential vorticity anomalies thus:

Vbt (a)

a
5

q a
bt

2
1

q b
bt

2
(13)

Vbt(b)

b
5 1

a

b2
2 q a

bt

2
1

q b
bt

2
(14)

Vbc (a)

a
5 q a

bcI1 1
a

l 2 K1 1
a

l 2 1 1
b

a 2 q b
bcI1 1

a

l 2 K1 1
b

l 2 (15)

Vbc (b)

b
5 q a

bc 1
a

b 2 I1 1
a

l 2 K1 1
b

l 2 1 q b
bcI1 1

b

l 2 K1 1
b

l 2 . (16)

We therefore have an eigenvalue problem dependent on the following variables: a, b, l ,
m, q a

bt, q a
bc, q b

bt, q b
bc. However, we will limit our parameter space by investigating cases

where q a
bt 5 0, and either q b

bc 5 0 or q b
bc 5 q b

bt. For simplicity we can now de� ne qbc 5 q a
bc,

and either qbt 5 q b
bt, (case i) or q b

bt 5 q b
bc 5 q0/2 (case ii). Then the eigenvalue problem will

depend on four independent variables b/a, a/ l , m and qbt/qbc or q0/qbc.
If a 5 b, and qbt 5 0 we obtain the sufficient condition for instability deduced by

Pedlosky (1985) and Saunders (1972):

I1 1
a

l 2 K1 1
a

l 2 ,
1

2m
(17)
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For m $ 2 this approximates to

m ,
a

l
. (18)

However the vortex is not unstable to mode number 1, since then V ; 0. Hence a
baroclinic vortex is unstable to perturbations of mode numbers m $ 2 given by (18), if
a/ l . 2.

The growth rate of the instability, when the above condition is satis� ed is

V 5 q bc Î 3 1 I1K1 2
1

2m 2 (I1K1 2 ImKm ) 4 (19)

where all Bessels functions have as their argument a/l .
When a 5 b and qbt Þ 0 the sufficient condition for instability becomes:

qbt

q bc
,
Î 1 4(I1K1 2 ImKm ) 1

1

2m
2 I1K1 2 2

1

2m
2 ImKm

(20)

when qbt/qbc . 0. The limiting value of qbt/qbc for instability is shown plotted in Figure 16a,
as a function of mode number m, for the speci� c case of a/l 5 5.0 (as in our heton
simulations). If the barotropic component qbt is greater than this limiting value, baroclinic
instability will be prevented. For the most unstable mode-number m, (20) reduces to
qbt/qbc , 1, which is the necessary condition for instability given by the Charney-Stern
theorem (Charney and Stern, 1962). For smaller values of qbt/qbc, the growth rate of the
instability is reduced (Fig. 17):

V 5
1

2 Î 3 4(q bc )21 I1K1 2
1

2m 2 (I1K1 2 ImKm) 2 (q bt )2 1
1

2m
2 ImKm2

2

4 (21)

In contrast, if the vortex consists of a baroclinic part qbc plus an additional positive
component q0 in the upper layer only, the sufficient condition for instability becomes:

q 0

q bc
,

4(I1K1 2 ImKm ) 1
1

2m
2 I1K1 2 1 2 1

1

2m
2 ImKm2 Î (I1K1 2 ImKm ) 1

1

2m
2 I1K12

1

2 1 1
1

2m
2 ImKm 2

2

2 4(I1K1 2 ImKm ) 1
1

2m
2 I1K1 2 2

(22)
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Figure 16. The limiting values of (a) qbt/qbc and (b) q0/qbc above which instability does not occur, as
a function of mode number m, for a/l 5 5.0, when the radii of the additional vortex component is
equal to that of the baroclinic vortex (b 5 a). The fastest growing mode (m < 4) is suppressed
when qbt/qbc 5 1.0, but only at in� nitely high q0/qbc.
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Figure 17. The growth rate, nondimensionalizedby the growth rate for a purely baroclinic vortex, as
a function of (a) qbt/qbc and (b) q0/qbc, for the fastest growing mode. The radii of the additional
vortex component is equal to that of the baroclinic vortex (b 5 a), m 5 4 and a/l 5 5.
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with the limiting value for instability shown plotted against mode number m in Figure 16b
for a/ l 5 5.0. For the most unstable mode number, there is no limiting value of q0 at which
instability is suppressed. Note that the Charney-Stern necessary condition for instability is
always satis� ed in this case.

Although the instability is never suppressed, the growth rate is modi� ed:

V 5
1

2 Î 3 41 q bc 1
q0

2 2
2

1 I1K1 2
1

2m 2 (I1K1 2 ImKm) 2
q0

2

4 1
1

2m
2 ImKm2

2

4 (23)

However, for the most unstable mode number, this corresponds to an increase in growth
rate, rather than a decrease.

Finally, we examine the case where a Þ b. If, as in case (i), q a
bt 5 0 and q b

bc 5 0, the
eigenvalue equation (8) becomes

det 1
q

2
2 v

2 q

2m b m 2 1
I1K1 2

1

2m
0

0
q

2 1 1 2
1

m 2 2 v
2 1

2m b m1 1

1

b
I1K1 1

b

l 2
I1K1 2 ImKm 0

q

2
2 v 2 q b ImKm 1

b

l 2
2 1

b
ImKm 1

b

l 2
1

b
I1K1 1

b

l 2 0 q 1
1

2
2 Im 1

b

l 2 Km 1
b

l 2 2 2 v 2 5 0 (24)

where q 5 qbt/qbc, b 5 b/a, v 5 V /qbc. All Bessels functions have a/l as their argument
unless otherwise stated. Numerical solution of this fourth order equation for v shows that,
as in the case where b 5 a, a sufficiently large barotropic component qbt, will suppress the
instability, provided that b 2 a is not much greater than a deformation radius l . Figure 18a
shows the numerically obtained values of v as a function of qbt/qbc and b/a for a/ l 5 5.0
and m 5 4 (the fastest growing mode if qbt 5 0). When the barotropic vortex is large
compared to the baroclinic vortex, the inner vortex feels only what amounts to a solid body
rotation, which does not reduce the baroclinic instability.

For case (ii), where qb 5 0 in the lower layer, we have q a
bt 5 0, q b

bt 5 q0/2, and q b
bc 5 q0/2.

Substituting these values into the eigenvalue equation, we again � nd that suppression of
the instability is possible for b < a, although not over as large a part of the domain as in
case i, and not for the most unstable mode number. Figure 18b shows the numerically
obtained v as a function of q0/qbc and b/a for m 5 4 and a/l 5 5.0.

We conclude that the instability of a circular baroclinic vortex in a two-layer formulation
of equal layer depths may be suppressed by a barotropic component of potential vorticity
greater in magnitude than the baroclinic component. This result holds if the barotropic
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vortex is larger than the baroclinic vortex provided the radius of the larger vortex is not
much more than a deformation radius greater than the radius of the inner vortex. By
contrast the additionof a cyclonic component in the upper layer alone does not suppress the
instability of the fastest growing mode.

Figure 18. The growth rate of the instability v /qbc for mode number m 5 4 and a/l 5 5.0 as a functionof
(a) qbt/qbc or (b) q0/qbc and b/a. The shaded region indicatesno exponentialgrowth (v 5 0).
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APPENDIX B

Contour dynamics

We use contour dynamical techniques as developed by Zabusky et al. (1979), to study
the evolution of the piece-wise constant vortex and its interaction with the point vortices.
The boundary of the vortex is represented by a � nite number of discrete nodes and it is
sufficient to determine the self-advection of these boundary nodes to study the � ow
evolution, thereby reducing the problem from one of three dimensions to one of two
dimensions. As the integration proceeds, the boundary of the vortex becomes increasingly
contorted. In order to resolve these contortions it is necessary to increase the number of
nodes and to rearrange them so that they are evenly distributed, an operation which is
carried out at each time-step. However, this increase in node number causes the time for the
integration to run to increase geometrically as it proceeds. Hence in order to reduce the
integration time to manageable proportions, a ‘‘surgery’’ algorithm (Dritschel, 1989) is
adopted, eliminating thin � laments of vorticity and thereby signi� cantly reducing the total
length of the vortex boundary. We have employed a particularly severe form of this
algorithm, so that � laments are removed immediately. Since an important motivation
behind the heton model is the efficiency with which solutions may be computed on small
platforms, we do not wish to combine it with a form of contour dynamics which would
eliminate this advantage. This reduces the accuracy of the integration, but these experi-
ments still provide a useful guide to possible features of the large-scale behavior of both the
ocean and its representation in more complex numerical models.
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