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Abstract Anthropogenic influences have led to a strengthening and poleward shift of westerly
winds over the Southern Ocean, especially during austral summer. We use observations, an idealized
eddy-resolving ocean sea ice channel model, and a global coupled model to explore the Southern Ocean
response to a step change in westerly winds. Previous work hypothesized a two time scale response for sea
surface temperature. Initially, Ekman transport cools the surface before sustained upwelling causes
warming on decadal time scales. The fast response is robust across our models and the observations: We
find Ekman-driven cooling in the mixed layer, mixing-driven warming below the mixed layer, and a small
upwelling-driven warming at the temperature inversion. The long-term response is inaccessible from
observations. Neither of our models shows a persistent upwelling anomaly, or long-term, upwelling-driven
subsurface warming. Mesoscale eddies act to oppose the anomalous wind-driven upwelling, through a
process known as eddy compensation, thereby preventing long-term warming.

1. Introduction
Over the satellite era, the surface of the Southern Ocean (SO) around Antarctica has been observed to cool,
in contrast to much of the rest of the Earth's surface (see, e.g., Armour et al., 2016; Marshall et al., 2015, and
references therein). There has also been a striking upward trend in the Southern Annular Mode (SAM) over
the same period, especially during the austral summer months of December, January, and February (DJF;
Jones et al., 2016; Marshall, 2003). Several modeling studies have suggested that the equilibrium response
to a positive shift in the SAM is expected to be a warming at the sea surface and a reduction in sea ice cover
(Bitz & Polvani, 2012; Sigmond & Fyfe, 2010, 2013). To reconcile the observed cooling and the modeled
equilibrium warming, Ferreira et al. (2015) and Marshall et al. (2014) proposed that the SO responds to a
step in the SAM on two distinct time scales: a rapid cooling that occurs within weeks and a slower warming
response over the following years to decades. The mechanism behind this two time scale response invokes
surface Ekman transports to initially cool the sea surface, with wind-driven upwelling eventually bringing
warmer subsurface water, from below the wintertime mixed layer up to the surface in the seasonal ice zone.
Other recent studies have suggested additional processes that contribute to the formation of the cold sea
surface temperature (SST) anomaly, including atmospheric changes that alter the surface radiation budget
(Seviour, Gnanadesikan, et al., 2017) and upwelling of cold water from the previous winter's mixed layer
(Purich et al., 2016).

Analysis of the models within the Coupled Model Intercomparison Project Phase 5 (CMIP5) archive reveals
substantial agreement on the initial cooling in response to a zonal wind change but a range of long-term
responses from continued cooling to rapid warming. The state of affairs is shown in Figure 1a adapted from
Kostov et al. (2017, 2018). Kostov et al. (2018) conclude that models that rapidly cross over from cooling to
warming in response to a step change in the westerly winds are incompatible with the observed cooling of
SST over the past 40 years, given the upward trending SAM over the same period. It should be noted that
the historical simulations from the CMIP5 archive models underestimate the trend in westerly winds when
compared with observations (Purich et al., 2016). While this should not bias the results of Kostov et al. (2017,
2018), since those analyses present temperature changes per unit change in the SAM, the underestimation
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Figure 1. (a) Climate response functions of the SST to a one standard deviation step change in the SAM index inferred
from various Coupled Model Intercomparison Project Phase 5 models, modified from Kostov et al. (2017). The response
of the coupled model used here, developed at GISS and described in the supporting information, is shown by the thick
black line. (b) DJF SAM time series from Marshall (2003; blue line, right axis), and February sea surface temperature
anomaly between 55◦S and 70◦S calculated from Reynolds et al. (2002) data (orange line, left axis). (c) Zonal-mean
temperature anomaly in February due to a one standard deviation DJF SAM anomaly, estimated from gridded Argo
data (Roemmich & Gilson, 2009) and a time series of observed SAM values (Marshall, 2003). The black line is the
climatological zonal-mean mixed layer depth from Holte et al. (2017), and the gray contours show the zonal-mean
temperature field with a contour interval of 1 ◦C. DJF = December-January-February; SAM = Southern Annular
Mode; SST = sea surface temperature.

of the westerly wind trend likely contributed to the inability of CMIP5 models to capture observed Antarctic
sea ice trends (Purich et al., 2016).

The long-term subsurface warming trend discussed by Ferreira et al. (2015) is driven by an intensification of
the Deacon Cell due to enhanced westerly winds. However, the expected long-term response of the SO over-
turning circulation to changes in wind stress is not a sustained strengthening of the Deacon Cell (see, e.g.,
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Abernathey et al., 2011; Downes & Hogg, 2013; Gent, 2016; Marshall & Radko, 2003; Viebahn & Eden,
2010). It is instead the residual between an intensification of the wind-driven Deacon Cell and an oppos-
ing change in the eddy-driven circulation. The resulting change to the residual overturning circulation is
expected to be much smaller than the initial perturbation to the Deacon Cell and to have a different spatial
structure. The horizontal resolution of CMIP5 models is too coarse to resolve mesoscale eddies, which must
therefore be parameterized (Gent & Mcwilliams, 1990; Gent et al., 1995). Mesoscale eddies are crucial for
accurately simulating the behavior of the residual overturning circulation (Abernathey et al., 2011; Downes
& Hogg, 2013; Marshall & Radko, 2003) and the strength of the Antarctic Circumpolar Current (Hallberg
& Gnanadesikan, 2001, 2006; Hogg & Blundell, 2006; Meredith & Hogg, 2006; Munday et al., 2013; Tansley
& Marshall, 2001). Using a mesoscale eddy parameterization coefficient that varies in time and space can
substantially improve solutions of non-eddy-resolving ocean models and perhaps how they respond to per-
turbations (Danabasoglu & Marshall, 2007; Ferreira et al., 2005; Gent, 2016). We might therefore expect that
the response of ocean models to changes in the wind depends critically on whether they resolve the eddies
responsible for the compensation or, if not, whether they have sufficiently skillful eddy parametrizations to
faithfully simulate eddy compensation.

In the following sections we use observations and models to explore the response of the SO to positive
SAM perturbations and assess both the short and long time scale responses proposed by Ferreira et al.
(2015). The short-term observational response is described in section 2. We then explore the short-term and
long-term responses of an idealized eddy-resolving channel model in section 3, before exploring the effect of
an ozone-induced SAM perturbation on a global coupled climate model that parameterizes mesoscale eddy
transport in section 4. We conclude in section 5 with a discussion of these responses and the consequences
of a lack of long-term warming in either model.

2. Observed Response of the SO to Positive SAM Perturbations
In the Ferreira et al. (2015) framework, the expected short-term response is a surface cooling and a warm-
ing at the temperature inversion, the subsurface region below the seasonal ice zone where dT∕dz < 0, and
hence, upwelling leads to warming. The northern edge of this region is clearly visible in the temperature con-
tours in the left-hand side of Figure 1c. Can we detect this signal in observations? We assess the short-term
response by comparing the DJF SAM index (Marshall, 2003) and the observed February SST anomaly (aver-
aged between 55◦S and 70◦S) from Reynolds et al. (2002; Figure 1b). Following Marshall (2003), the DJF SAM
values are labeled for the year in which the December occurred. We use February SST anomalies because
they exhibit the largest signal related to DJF SAM variability. A linear regression of the DJF SAM values and
the February SST yields a strong negative correlation (R2 = 0.48, p ≈ 2 × 10−6). This supports the idea that
the initial response to a positive SAM perturbation is a surface cooling in the SO close to Antarctica, as has
been shown previously in observations (Ciasto & Thompson, 2008; Doddridge & Marshall, 2017) and mod-
eling studies (Ferreira et al., 2015; Seviour et al., 2016, Seviour, Gnanadesikan, et al., 2017, and references
therein).

We also use gridded Argo data from 2004 until the present day (Roemmich & Gilson, 2009) to explore the
initial, zonal-mean, subsurface response to SAM anomalies. However, there are several observational lim-
itations that should be noted. First, the gridded Argo data set does not extend southward into the seasonal
ice zone where the temperature inversion is strongest and where Ferreira et al. (2015) hypothesized that
anomalous wind-driven upwelling would lead to subsurface warming. We are therefore unable to assess this
subsurface warming, which is a crucial component of the long time scale proposed by Ferreira et al. (2015).
Second, the time series is relatively short, which limits the statistical significance of the results. Despite
these limitations, a regression analysis of zonal-mean February temperatures from the Argo data set against
the DJF SAM time series (Marshall, 2003) reveals a signal of cooling in the mixed layer and warming below
related to the positive phase of the SAM index (Figure 1c). The vertical dipole in Figure 1c is centered just
beneath the climatological February mixed layer depth from Holte et al. (2017). This is consistent with the
strengthened westerly winds enhancing mixing and deepening the mixed layer. During summer there is a
shallow mixed layer that is warmer than the cold water beneath. The cold water just below the summertime
mixed layer is the remains of the previous wintertime mixed layer. This thermal structure, combined with
the enhanced vertical mixing moves heat downward from the surface to just below the zonal-mean mixed
layer depth, strengthening the cold anomaly in the mixed layer and warming the fluid below. This warm-
ing below the mixed layer is not part of the long-term warming mechanism of Ferreira et al. (2015). Rather,

DODDRIDGE ET AL. 3



Geophysical Research Letters 10.1029/2019GL082758

Figure 2. Overview of the idealized reentrant eddy-resolving channel control solution showing the instantaneous wintertime sea ice concentration,
temperature, and salinity fields, as well as the time-averaged residual overturning circulation. The model is driven by Coordinated Ocean Research Experiments
Corrected Normal Year Forcing winds and fluxes. Note the presence of cold, fresh water at the surface in the region of the seasonal ice zone and a pronounced
temperature inversion below. The green box indicates the region over which the overturning circulation anomalies are averaged. The region is bounded by
y = 1, 000 km, y = 2, 500 km, z = −1, 000 m, and z = −3, 000 m. Note that the channel is approximately 5% the length of the Antarctic Circumpolar Current,
so 𝛹res should be multiplied by ∼20 to obtain a global overturning strength.

it is an as yet undescribed feature of the short-term response. In later sections we will see that this vertical
dipole is a robust feature across models and show that it is caused by enhanced vertical mixing associated
with stronger winds. The Argo data also reveal a summertime reduction in salinity below the zonal-mean
mixed layer depth (not shown); this is also consistent with enhanced vertical mixing drawing surface water
down from the summertime mixed layer, which is fresher than the water immediately below.

We expect eddy compensation to substantially reduce the anomalous wind-driven upwelling in the seasonal
ice zone, thereby diminishing the long-term warming predicted by Ferreira et al. (2015). However, due to
the paucity of subsurface measurements in the seasonal ice zone, we are unable to assess the warming
anomaly at the temperature inversion or the long-term evolution of zonal-mean temperature anomalies
from observations. We therefore turn toward numerical simulations to explore the SO response to enhanced
westerly winds.

3. Response of an Eddy-Resolving Ocean Sea Ice Channel Model to a Step
Change in the Westerly Wind
We use a high-resolution idealized mesoscale eddy-resolving channel model to explore the importance of
eddy compensation in the response of the SO to a step change in the westerly wind. An overview of our
idealized model is shown in Figure 2, and a more detailed description of the model configuration is given in
the supporting information. The domain is a reentrant channel 1,200 km long and 3,200 km wide. There is
a continental shelf at the southern edge and a flat bottom elsewhere in the domain. A sponge region at the
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northern boundary allows for a meridional overturning circulation. A meridional slice of the monthly mean
forcings from the Coordinated Ocean Research Experiments Corrected Normal Year Forcing version 2 data
set (Large & Yeager, 2009) at 30◦E is used for the surface forcing fields. The Corrected Normal Year Forcing
data set represents an idealized annual cycle. As such, our surface forcing contains no interannual variability.
The meridional slice is tiled in the zonal direction to cover the entire domain, and hence, there is no zonal
variation in the surface forcings. The residual overturning stream function, shown in the outermost panel
of Figure 2, exhibits both an upper cell and a lower cell, with the upwelling in the interior occurring along
density surfaces, as expected (Marshall & Speer, 2012). The model captures the dynamics of the seasonal ice
zone and its interaction with a circumpolar current and its overturning cells.

Once the channel model has reached a statistical equilibrium, we run two ensembles: a control ensemble
using the same forcing as the spin-up and a perturbation ensemble in which the zonal wind speed, sur-
face air temperature, and specific humidity are altered in the austral summer months by the addition of a
SAM-like anomaly. The perturbation is described in the supporting information. We perturb the surface air
temperature and specific humidity so as to prevent unrealistic damping of SST anomalies after the appli-
cation of the zonal wind perturbation; if these atmospheric fields are left unaltered, then the SST anomaly
decays much faster than observational estimates suggest is realistic (Ciasto & Thompson, 2008; Doddridge &
Marshall, 2017; Hausmann et al., 2016). We find that six ensemble members are sufficient to obtain a robust
response. We define the anomalies as the difference between the perturbation and control ensembles.

Above, we hypothesized that our eddy-resolving model might not exhibit long-term subsurface warming
because the eddy-driven overturning circulation would spin up to compensate for the wind-driven change to
the residual overturning circulation. The residual overturning circulation can be decomposed into time- and
zonal-mean, standing meander, and transient eddy components (Viebahn & Eden, 2012). In models with
realistic bathymetry, standing meanders have been shown to play a substantial role in the meridional over-
turning circulation (Hallberg & Gnanadesikan, 2001). However, the absence of topographic features in our
idealized model precludes the presence of standing meanders. The residual meridional overturning circula-
tion can therefore be decomposed into just two terms: the transient eddy component and the Eulerian-mean
(time-mean) component. In this decomposition, the Eulerian-mean component is dictated by the surface
wind stress (see, e.g., Abernathey et al., 2011) and the transient eddy contribution is diagnosed as the dif-
ference between the residual overturning circulation and the Eulerian-mean component. When the SAM
perturbation is applied, the surface stress changes, and hence we expect a change in the Eulerian-mean
component. Once the perturbation is applied, there is a fast adjustment (less than 1 month), after which
the annual-mean Eulerian-mean component of the overturning circulation remains almost constant. There-
fore, the subsequent evolution of the residual overturning circulation is due to changes in the transient eddy
contribution. Discussing the temporal evolution of the residual overturning circulation is therefore equiv-
alent to discussing changes in the transient eddy contribution. Given that the residual circulation can be
directly diagnosed from our simulation, whereas the eddy-induced overturning must be inferred as the dif-
ference between the residual and Eulerian-mean circulations, we will discuss the evolution of the residual
overturning circulation.

The surface of our idealized channel model initially cools by approximately 0.05 ◦C (orange line, Figure 3a).
While the magnitude of this negative SST anomaly decreases during the 10-year simulation, we do not see
sustained long-term warming. The initial cooling is consistent with that found in the CMIP5 models by
Kostov et al. (2017). Our model does not exhibit long-term warming at the temperature inversion. The lack
of a long-term subsurface warming can be understood by considering the response of the residual over-
turning stream function. Figure 3a (black line) shows a time series of the anomalous residual overturning
circulation averaged over a region below the seasonal ice zone bounded by y = 1, 000 km, y = 2, 000 km,
z = −1, 000 m, and z = −3, 000 m. This region is chosen to provide an estimate of the anomalous upwelling
responsible for the long-term warming predicted by Ferreira et al. (2015). Changing the exact region does
not qualitatively affect the results, provided that it remains in the seasonal ice zone near the temperature
inversion.

The imposed wind anomaly initially increases the upwelling through the temperature inversion (Figures 3a
and 3b). However, within 4 years the magnitude of the residual overturning circulation anomaly decreases to
approximately 0 (Figure 3a). The evolution of the residual overturning circulation in our idealized channel
model is consistent with an initial wind-driven intensification of the Deacon Cell, followed by a spin-up of
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Figure 3. (a) Time series of anomalous residual overturning circulation in the channel model (black line, right axis)
averaged between y = 1, 000 and 2,500 km and depths between 1,000 and 3,000 m, Eulerian-mean overturning
circulation anomaly (blue line, right axis) averaged between y = 1, 000 and 2,500 km, the average SST anomaly
between y = 500 and 2,500 km (orange line), the inversion temperature anomaly at 179-m depth between y = 1, 200
and 1,600 km (green line), and the predicted inversion temperature anomaly calculated using the average anomalous
upwelling and vertical temperature gradient in the first two years (dashed red line). The temperature scale is shown on
the left hand axis, and both temperature time series have been smoothed with 12-month running means. Shading
represents the standard error of the mean for the ensembles (standard deviation divided by square root of the number
of ensemble members). (b) Zonal-mean temperature anomaly (colors) after one month of perturbed forcing. Note the
change in color bar at 90 m (horizontal pink line). Light gray contours are the climatological temperature field in
February (1 ◦C contour interval, negative contours dashed), and the thick black line shows the zonal-mean mixed layer
depth from the perturbation ensemble calculated using the density-based criterion of Kara et al. (2000) with
ΔT = 0.8◦C. (c, d) Heat budgets diagnosed one month after the perturbation is applied showing that the anomalous
warming below the mixed layer is due to enhanced vertical mixing (panel (c), diagnosed at the white rectangle in (b)),
while the warming at the temperature inversion is due to enhanced upwelling (panel (d), diagnosed at the blue
rectangle in (b)). The contribution from horizontal mixing is negligible in both regions (see supporting information for
the full budget). Note the different vertical scales in (c) and (d). MOC = meridional overturning circulation.
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the eddy-driven overturning circulation to oppose the wind-driven change in the residual overturning circu-
lation. It is unclear why the residual overturning anomaly initially overshoots the Eulerian-mean anomaly
diagnosed from the surface stress. Six years after the step change is applied, there is no evidence of a net
change in the residual overturning stream function. Such a rapid compensation time scale is consistent
with previous estimates of the eddy spin-up time scale from observations (Meredith & Hogg, 2006) and ide-
alized models (Screen et al., 2009; Sinha & Abernathey, 2016). Without sustained upwelling through the
temperature inversion, the mechanism proposed by Ferreira et al. (2015) cannot lead to long-term warming.

In addition to these anticipated responses, we also find a warm anomaly below the zonal-mean mixed layer
depth (Figure 3b). This is very similar to the signal in the observations shown in Figure 1c. Heat budgets
averaged in two regions (Figure 3b, white and blue rectangles) indicate that the initial warming in the tem-
perature inversion region is due to enhanced upwelling, while the warming below the mixed layer is due to
enhanced vertical mixing (Figures 3c and 3d). The supporting information contains a detailed description of
how the heat budgets were computed and a plot with all of the components. The summertime mixed layer
is relatively shallow due to the combination of solar heating and weaker wind stress (Panassa et al., 2018),
and the mixed layer is warmer than the water directly below. The strengthened westerly winds in our per-
turbation ensemble drive enhanced near-surface vertical mixing, which acts on this temperature gradient
moving heat downward from the surface of the ocean. This means that the enhanced vertical mixing cools
the mixed layer and warms the fluid just below the mixed layer. Therefore, the increased vertical mixing
strengthens the cold summertime SST anomaly. Both the mixed layer depth and the zonal-mean salinity dis-
tribution (not shown) provide further evidence of enhanced vertical mixing. The zonal-mean mixed layer
is consistently deeper in the perturbation ensemble than the control ensemble, while the zonal-mean salin-
ity distribution shows an increase in salinity in the mixed layer and a freshening below the mixed layer,
consistent with enhanced vertical mixing.

In summary we find that the initial response of the idealized channel model is consistent with the short time
scale response proposed by Ferreira et al. (2015): We see a cooling at the surface driven by horizontal Ekman
transport and a slight warming at the level of the temperature inversion due to enhanced upwelling. How-
ever, eddy compensation damps the anomalous upwelling within a few years. Because the eddy-induced
overturning circulation spins up to oppose the wind-driven anomalous upwelling, we do not observe the
long-term subsurface warming hypothesized by Ferreira et al. (2015).

4. Response to a Step Ozone Perturbation in a Comprehensive Coupled
Climate Model
The results from our idealized channel model are instructive, but the model uses a simplified domain and
imposed atmospheric forcings. Due to its flat bottom, our channel model cannot represent flow-topography
interactions and standing meanders, which have been shown to play an important role in tracer transport
(Bryan et al., 2014; Spence et al., 2012; Tamsitt et al., 2017) and to contribute to eddy compensation (Dufour
et al., 2012; Zika et al., 2013). To assess whether the results presented above are predicated on the simplified
nature of the channel model, we now analyze an ensemble of coupled global simulations. In this section
we present results from simulations using the most recent National Aeronautics and Space Administra-
tion GISS coupled climate model, Model E2.1. Because these are global coupled simulations, the horizontal
resolution is much coarser than the idealized model; the oceanic component of the global model uses a
1◦ × 1.25◦ latitude-longitude grid. As such, these results come with the caveat that mesoscale eddy trans-
port is parameterized rather than explicitly resolved. From a long equilibrium preindustrial control, we
spawn perturbation experiments in which a seasonal hole in the stratospheric Antarctic ozone distribution
is imposed to mimic conditions in the 1990s. Eight ensemble members are averaged to reduce the impact of
internal variability. Once again, we define the anomalies as the difference between the control ensemble and
the perturbation ensemble. As a result of the ozone perturbation, the Southern Hemisphere westerlies shift
poleward, simultaneously enhancing summertime westerly winds around Antarctica and reducing them
further north (Figure 4a). This enhancement of westerly winds during the austral summer is a well-known
consequence of stratospheric ozone depletion (see, e.g., Gerber & Son, 2014; Polvani et al., 2011; Seviour,
Waugh, et al., 2017).

The strengthened surface westerly winds initially cause cold SST anomalies through enhanced equatorward
Ekman transport (Figure 4b, orange line). We also observe anomalous upwelling due to a Deacon Cell-like
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Figure 4. (a) Upper panel: time- and zonal-mean zonal wind in January from the 60-year-long control ensemble
(contours with 5-m/s contour interval, zero, and negative contours dashed) and climatological zonal-mean zonal wind
anomalies in January due to ozone perturbation (colors). Lower panel: time-averaged residual overturning circulation
from the control simulation (contours have a 5-Sv contour interval, zero, and negative contours are dashed). (b) Time
series of the anomalous residual overturning circulation (black line, right axis) and the sum of the resolved and
parameterized eddy-driven overturning circulation (blue line, right axis) extracted at the red star in (a) located at 65◦S
and 492-m depth. Time series of the anomalous temperature at the temperature inversion (73–63◦S, 328-m depth,
green line), the SST anomaly (70–55◦S, orange line), and the anticipated temperature anomaly at the inversion
calculated from the anomalous upwelling averaged over the first 10 years of the perturbation experiment and the
climatological vertical temperature gradient from the control ensemble (dashed red line), with temperature scale
shown on the left hand axis. All lines represent ensemble means and have been smoothed with a 5-year running mean.
The thin and thick gray vertical shaded regions show the variability of the control ensemble SST and represent 1𝜎 and
2𝜎, respectively. (c) Zonal-mean temperature anomaly (colors) in February of the second year of the simulation and the
climatological temperature in February from the control ensemble (gray contours, contour interval 1 ◦C, negative
contours dashed). The vertical dipole of cooling and warming centered on the mixed layer depth can be clearly seen, as
can the warming at the temperature inversion. The zonal-mean mixed layer depth from the perturbation ensemble is
shown by the black line. Note the change in color scale either side of the horizontal pink line at 171-m depth.
MOC = meridional overturning circulation; SST = sea surface temperature.
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perturbation to the residual overturning circulation (Figure 4b, black line). After 20 years the initial anoma-
lous residual overturning circulation has been almost completely opposed by the sum of the resolved and
parameterized eddy-induced overturning circulations. Although the time scale of eddy compensation is
much longer in this model than the channel model, we again find a substantial reduction in the anoma-
lous wind-driven upwelling and no evidence of long-term upwelling-induced subsurface warming at the
temperature inversion. In the first 5 years of the simulation we see both anomalous upwelling (the residual
overturning anomaly, black line in Figure 4b is positive) and warming at the inversion (green line, Figure 4b).
Between years 5 and 20 the residual overturning anomaly decreases to 0 and there is no additional warm-
ing at the temperature inversion. Beyond year 20, the temperature anomaly at the inversion does increase,
but anomalous upwelling cannot be the causal mechanism because the overturning anomaly is small by
this time (Figure 4b, black line). At the same time oscillations in the SST and overturning appear which we
attribute to internal variability, the amplitude of which is indicated by the vertical gray bar in Figure 4b. The
oscillations in SST and overturning anomalies appear to show some weak correlation.

The vertical structure of the temperature anomaly is characterized by a cooling-warming dipole centered
on the mixed layer depth and a weak warming at the temperature inversion (Figure 4c). This pattern is
strikingly similar to that found in the channel model (Figure 3b) and in the observations (Figure 1c), and the
mechanisms causing the warming are the same as those diagnosed in the channel model (see supporting
information for a heat budget).

The initial SST response reveals a cooling, but the long-term evolution of SST is less clear. Despite analyzing
an ensemble of simulations, the presence of internal variability with a magnitude of approximately 0.1 ◦C
from year 15 onward makes it difficult to identify whether a warming trend is present in the latter part of
the time series. Taking an average of the SST anomaly between years 20 and 40 shows a small warming,
consistent with the climate response function shown in Figure 1a. Despite the variability in the latter part
of the time series, the lack of substantial warming at the temperature inversion during the time period with
anomalous upwelling rules out the mechanism proposed by Ferreira et al. (2015) as a source of any long-term
warming in this model.

We conclude that the second time scale of the two time scale response proposed by Ferreira et al. (2015) is
very long in the GISS model and that the warming is weak. Taking an average of the SST perturbation in
the final decades of the simulation reveals only a moderate warming, and there is no evidence of a strong
warming trend by this time. The SST response in our perturbation experiment is remarkably consistent with
the climate response function deduced by lagged regression between SAM and SST from a long control run
of the GISS E2.1 model (Figure 1a, black line) that just barely crosses over into warming after 35 years.

5. Discussion and Conclusions
Ferreira et al. (2015) proposed a two time scale mechanism drawing together observational evidence that
strengthening westerly winds were associated with a cooling of the sea surface and an expansion of sea ice,
and modeling evidence that suggested stratospheric ozone depletion would eventually lead to warmer SSTs
and a loss of sea ice. However, the mechanism proposed by Ferreira et al. (2015) relies on a persistent inten-
sification of the Deacon Cell and a growing subsurface temperature anomaly that is eventually entrained
into the mixed layer thereby warming the sea surface. While we are unable to address the long-term changes
from observations, we do not find this mechanism at work in either of our numerical experiments. Instead,
we see a transient intensification of the Deacon Cell, which then fades and does not lead to subsurface warm-
ing in the seasonal ice zone. While atmospheric processes may also be important, as suggested by Seviour,
Gnanadesikan, et al. (2017), the mechanism we have focused on here is an oceanic one, and we find no evi-
dence of a subsurface warming driven by anomalous upwelling. Instead, we find that anomalous upwelling
fades over time.

The initial response to strengthened westerly winds is consistent between the observations, an idealized
eddying ocean sea ice model, and a global coupled model. In each of these cases we observe a vertical
cooling-warming dipole centered on the zonal-mean mixed layer depth. The warming just below the mixed
layer is driven by anomalous vertical mixing caused by the strengthened westerly winds. This near-surface
mixing signal is unrelated to the purely advective mechanism proposed by Ferreira et al. (2015). The obser-
vations and the coupled model also show a warming to the north, in the region where the westerly winds
weaken due to a poleward shift in the atmospheric jet.
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The long time scale is inaccessible from observations but can be addressed in our models. In both mod-
els, we initially find a small warming at the temperature inversion in the seasonal ice zone. However, this
small warming anomaly fades rapidly (within 2 years in the channel model and 10 years in the fully cou-
pled model). Furthermore, the models do not exhibit the persistent and substantial anomalous upwelling
required by the Ferreira et al. (2015) mechanism. In our idealized channel model, the lack of persistent and
substantial upwelling is due to a change in the eddy-driven overturning circulation that compensates for
the altered wind-driven overturning. This is eddy compensation (see, e.g., Abernathey et al., 2011; Downes
& Hogg, 2013; Gent, 2016; Viebahn & Eden, 2010).

Because the GISS model is a complex global coupled model, the lack of substantial subsurface warming in
the first 20 years could be due to many different physical processes. We can, however, say that the anomalous
overturning circulation induced by the ozone hole decays away over time and does not cause subsurface
warming in the seasonal ice zone. The positive subsurface temperature anomaly in the GISS model from
year 20 onward cannot be related to the upwelling mechanism proposed by Ferreira et al. (2015) since the
overturning anomaly is small by that time. The SST response clearly shows an initial cooling, consistent
with the two time scale mechanism of Ferreira et al. (2015). However, the predicted long-term increase
in SST does not materialize. While it is possible that the oscillations which appear after year 15 mask a
weak warming trend, the lack of subsurface warming in the preceding years rules out the two time scale
mechanism proposed by Ferreira et al. (2015).

Our idealized channel model has a flat bottom apart from a continental shelf at the southern edge of the
domain, which precludes the development of standing meanders in our circumpolar current. In models that
contain standing meanders, these meanders have been shown to contribute substantially to eddy compen-
sation (Dufour et al., 2012; Zika et al., 2013), tracer transport, and upwelling (Bryan et al., 2014; Spence et al.,
2012; Tamsitt et al., 2017). The lack of standing meanders in our idealized channel potentially restricts the
dynamics in such a way that artificially alters our results. For this reason we also analyzed a global coupled
model that uses realistic bathymetry and therefore supports standing meanders. The results from our cou-
pled model are very similar to those of our idealized channel model; we find an initial wind-driven upwelling
anomaly, which then decreases as the parameterized eddy compensation occurs. In neither model can we
identify the persistent upwelling-driven subsurface warming predicted by Ferreira et al. (2015).

Both our coupled ensemble and the ensembles presented by Ferreira et al. (2015) use a Gent-McWilliams
style eddy parameterization (Gent & Mcwilliams, 1990; Gent et al., 1995) that relates the slope of the
isopycnals to the strength of the eddy-induced overturning circulation using the eddy diffusivity, 𝜅GM. In
the simplest parameterizations, where 𝜅GM does not depend on the isopycnal slope, the strength of the
eddy-induced circulation is directly proportional to the isopycnal slope. The simulations performed by
Ferreira et al. (2015) used either a constant for 𝜅GM (MITgcm ensemble), or a vertically variable 𝜅GM fol-
lowing Ferreira et al. (2005) and Danabasoglu and Marshall (2007) that depends on the local stratification
(CCSM3.5 ensemble). In neither case does the value of 𝜅GM depend on the isopycnal slope. The parameteri-
zation used by GISS Model E2.1 dynamically assigns 𝜅GM based on the flow and isopycnal slope. This means
that the strength of the eddy-induced overturning circulation is proportional to the isopycnal slope raised to
the power n, where 2 ≤ n ≤ 3 (see supporting information for details of the parameterization). Since the
eddy-induced overturning depends on the isopycnal slope raised to some power, small changes in the slope
produce relatively large changes in the eddy-induced overturning circulation. This sensitivity helps prevent
wind perturbations from causing large changes to the isopycnal slopes and may explain why our coupled
simulations did not show the warming predicted by Ferreira et al. (2015).

Our results contrast with those of Bitz and Polvani (2012) who found that their eddy-resolving coupled
climate model did warm in response to an ozone perturbation. But Figure 3 in Bitz and Polvani (2012)
shows that the zonal-mean ocean warming does not occur near the temperature inversion. Rather, they
find warming further north and attribute it to anomalous downwelling. However, it should be noted that
their Figure 4 shows the Eulerian-mean overturning, rather than the more pertinent residual overturning
circulation (Marshall & Radko, 2003).

Finally, Kostov et al. (2018) show that CMIP5 models have a wide range of responses to a step change
in the SAM. They conclude that models that exhibit strong warming are incompatible with the observa-
tional record. Furthermore, long-term warming caused by a persistent intensification of the Deacon Cell, as
hypothesized by Ferreira et al. (2015), is inconsistent with our current understanding of SO dynamics. Here
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we have presented two numerical simulations that do not exhibit long-term warming and shown that this is
related to an eddy-driven reduction in the anomalous wind-driven upwelling. This suggests that the second
time scale from Ferreira et al. (2015) is very long and that the resultant warming is weak. Our results lend
support to the conclusions of Kostov et al. (2018) and identify an important ocean mechanism at work that
damps the temperature response of the seasonal ice zone to anomalous winds.
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