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Abstract

The Arctic Ocean is a focal point of climate change, with ocean warming, freshening, sea-ice decline and circulation that link to the changing atmospheric and terrestrial environment. Major features of the Arctic and the interconnected nature of its wind- and buoyancy-driven circulation are reviewed here by presenting a synthesis of observational data interpreted from the perspective of geophysical fluid dynamics (GFD). The general circulation is seen to be the superposition of Atlantic Water flowing into and around the Arctic basin, and the two main wind-driven circulation features of the interior stratified Arctic Ocean: the Transpolar Drift Stream and the Beaufort Gyre. The specific drivers of these systems, including wind forcing, ice-ocean interactions and surface buoyancy fluxes, and their associated GFD are explored. The essential understanding guides an assessment of how Arctic Ocean structure and dynamics might fundamentally change as the Arctic warms, sea-ice cover declines and the ice that remains becomes more mobile.

1 Introduction

The Arctic Ocean, centered over the north pole and surrounded by land, is covered entirely by a thin (order 1 m) layer of sea ice in winter, which can shrink by up to 2/3 every summer. Arctic summer sea ice appears to be in rapid decline in recent decades (D. Perovich et al., 2019). Moreover the north polar regions are warming faster than the global-mean (Overland et al., 2019) — a phenomenon known as Arctic amplification — and Arctic change is accelerating. For these reasons the Arctic is particularly vulnerable to climate change. In the coming decades we may expect to enter a new regime, in which the interior Arctic Ocean is entirely ice free in summer and sea ice is thinner and more mobile in winter (e.g., T. W. Haine & Martin, 2017). Some climate model scenarios suggest the Arctic Ocean may be seasonally ice free by ∼2050 (Collins et al., 2013). A seasonally ice-free Arctic will have vast implications for Arctic oceanography, the marine ecosystems it supports and the larger-scale climate. It will also have wide-ranging consequences for Arctic communities, geopolitics and policy as Arctic coastal environments and sea routes change and Arctic resources become more accessible. Urgent challenges will be to implement effective observing strategies, and synthesize observations in theoretical and modeling analyses to better understand the ocean’s role and interrelationships in the Arctic system.
In this review we summarize some major aspects of Arctic Ocean physical oceanography by presenting key observations in a common format, discuss the cause of its general circulation and how it might change as the Arctic enters a new sea-ice regime. The physical oceanography is complex and, due to the presence of sea ice, difficult to observe. The first ocean measurements from the central Arctic Ocean were made during Fridtjof Nansen’s 1893-1896 drift of the Fram (Nansen, 1897). Observations revealed it to be a vast deep basin, and confirmed the existence of the Transpolar Drift Stream, the flow of ice and water from the coast of Siberia across the Arctic to the North Atlantic via the east coast of Greenland. It was during Nansen’s expedition that the observation was made that sea ice drifts somewhat to the right of the prevailing wind direction — an observation that was the foundation of Ekman’s theory describing the friction-Coriolis force balance in geophysical fluid boundary layers (Ekman et al., 1905). Rudels et al. (2012) provides a concise review of the exploration history leading to the general picture in the mid-1900s of the Arctic being a deep ocean characterized by complex bathymetry and relatively warm water of Atlantic Ocean origins underlying relatively cool and fresh surface waters capped with ice (Figure 1).

The Arctic Ocean receives inflows from the Atlantic and Pacific oceans and North American and Siberian rivers. Its stratification is predominantly set by salinity (there is a halocline rather than a thermocline) with melting and freezing of sea ice being a central player in the freshwater cycle and in the mediation of the wind stress acting at the surface. Familiar, textbook paradigms of ocean circulation, such as Sverdrup balance, that underpin theories of the mid-latitude oceans, are not applicable in the Arctic where the north-south gradient of the Coriolis parameter is too small to influence the dynamics. The rapid changes that are presently underway have raised new questions about the Arctic Ocean’s future dynamics, the relative importance of influences exterior and interior to the Arctic, and the complex ocean-ice-atmosphere interactions and feedbacks which involve and evolve as sea ice declines. Our review is led by observations, and we apply the underlying theory of geophysical fluid dynamics to shed light on contemporary circulation characteristics presenting what we consider to be the key ideas. We then speculate how the fundamental dynamics may be transformed under continued Arctic change.

Our review is outlined as follows. In Section 2 we describe the geographical and bathymetric setting of the Arctic, how it connects to the rest of the world ocean, Arctic Ocean surface properties, and the wind patterns driving the circulation. Two key cen-
ters of meteorological action are the Beaufort High and the Icelandic Low, introducing anticyclonic and cyclonic vorticity tendencies, respectively. In Section 3 we describe the Arctic Ocean temperature and salinity structure and buoyancy forcing (dominated by surface freshwater fluxes). Mixing and stirring in the Arctic Ocean are described in Section 4. The observed circulation of warm, salty Atlantic Water entering and circulating around the Arctic basin is described in Section 5. Its transformation within the semi-enclosed Arctic basin is associated with mixing of cold, fresh water from above (Section 5.1). The wind provides a source of energy for mixing, but also its cyclonic curl external to the basin (associated with the Icelandic Low) plays an important role in drawing Atlantic Water, strongly steered by topography, into the Arctic basin (Section 5.2). Interior to the Arctic basin, the two main wind-driven circulation features are the Transpolar Drift Stream and the anticyclonic Beaufort Gyre, under the influence of the Beaufort High, as discussed in Sections 6 and 7, respectively. In Section 8 we describe how the Arctic system is changing as the Earth warms and how these changes may manifest themselves in the circulation dynamics. In Section 9, we attempt to synthesize the overall ocean structure and dynamics in a conceptual framework within which we can contemplate and reconcile ongoing and future Arctic change.

2 Geographical setting and Arctic Ocean surface properties

The Arctic Ocean, along with the Greenland, Iceland and Norwegian seas (the Nordic Seas) have together been referred to as the Arctic Mediterranean because, as shown in Figure 1a, it is a large deep basin of water surrounded by land and shallower channels (see e.g., Sverdrup, Johnson, Fleming, et al., 1942)\(^1\). The main entry to the Arctic Mediterranean is marked by the Greenland-Scotland Ridge. Relatively warm and salty Atlantic Ocean water flows across the Greenland-Scotland Ridge into the Nordic Seas (Hansen et al., 2008). Atlantic water enters the Arctic via Fram Strait and the Barents Sea Opening (see e.g., Beszczynska-Möller, Fahrbach, Schauer, & Hansen, 2012; Ingvaldsen, Løeng, & Asplin, 2002; Schauer, Fahrbach, Osterhus, & Rohardt, 2004). The only oceanic

\(^1\)The Arctic Mediterranean as described has also been referred to as the Arctic Ocean (i.e., the Nordic Seas and Barents Sea are included in the region that is considered the Arctic Ocean); indeed, this is the International Hydrographic Organization’s official definition of the Arctic Ocean (see Jakobsson & Macnab, 2006, their Figure 1).
gateway between the Pacific and Arctic oceans is Bering Strait where Pacific Water inflows provide an important source of fresh water and heat to the Arctic Ocean (T. W. N. Haine et al., 2015; Woodgate, Weingartner, & Lindsay, 2010). Waters leave the Arctic Ocean via straits in the Canadian Arctic Archipelago (e.g., LeBlond, 1980; Münchow, Melling, & Falkner, 2006), and in the East Greenland current that flows south on the west side of Fram Strait (e.g., Woodgate, Fahrbach, & Rohardt, 1999).

The bathymetric and topographic complexity within the Arctic is extreme and exerts strong controls on circulation pathways, ventilation and exchange processes between Arctic basins. Bathymetry also influences the spatial variability of diapycnal mixing and baroclinic instability, as described in Section 4. The roughly 4000 m deep Arctic basin is divided by the Lomonosov Ridge, with a mean depth of around 1500 m (Cochran, Edwards, & Coakley, 2006), separating the Eurasian and Canadian basins. These two basins are subdivided into the Amundsen and Nansen basins (separated by the Gakkel Ridge, typically deeper than \(\sim 4000\) m) and the Makarov and Canada basins (separated by the \(\sim 2200\)-m-deep Alpha and Mendeleyev Ridges), Figure 1.

The Arctic is under the influence of two major wind-patterns: the Beaufort High centered over the Canadian Basin, introducing anticyclonic tendencies, and the Icelandic Low centered just outside of the Arctic basin inducing cyclonic tendencies and orchestrating the Arctic gateway to the Atlantic (Figure 2c). Wind-stress curl patterns are such that there is broad Ekman downwelling over much of the Arctic Ocean, and relatively strong upwelling over the Nordic Seas (indicated by the blue and red colors in Figure 2c, respectively), with sea ice modifying stress on the surface ocean, as will be discussed in Section 7.2. Sea-ice motion (Figure 2a, white arrows), and surface ocean geostrophic flow (Figure 2d), generally follow the wind with the anticyclonic flow of the Beaufort Gyre (the dominant upper-ocean circulation feature of the Canadian Basin) and Transpolar Drift Stream being clearly evident.

Arctic sea-ice cover extends throughout the Arctic Ocean in winter (approximately where white arrows are present in Figure 2a), and is characterized by an average thickness of around 2 m. Sea-ice has a large seasonal cycle, with summer sea-ice extent in recent years generally around one-third of the winter extent. The winter maximum extent occurs in March, while the sea-ice minimum is in September. The August 2018 sea-ice distribution is shown in Figure 2b (colored white) together with the August mean ex-
tent for 1981-2010 (black contour). Since 1979 (the start of the satellite record) a linear trend indicates summer (September) sea ice has been declining at a rate of about 1 million square kilometers per decade, with sea ice covering about 4.5 million square kilometers in September in recent years (e.g., D. Perovich et al., 2019; D. K. Perovich & Richter-Menge, 2009; Richter-Menge, Jeffries, & Osborne, 2018). Declining sea-ice volume (i.e., a shift to a thinner, more mobile sea-ice pack) accompanies these sea-ice area losses. In the 1980s, average winter (fall) sea-ice thickness was around 3.6 m (2.7 m), while in 2018, average winter (fall) ice thickness was ~2 m (1.5 m) (Kwok, 2018). The loss of Arctic sea ice is not only a conspicuous indicator of climate change, it also sustains a fundamental global climate feedback through its influence on Earth’s planetary albedo (Pistone, Eisenman, & Ramanathan, 2014). Arctic Ocean warming (e.g., Onarheim, Eidelvik, Smedsrud, & Stroeve, 2018; I. V. Polyakov et al., 2010; Timmermans, 2015; Timmermans, Toole, & Krishfield, 2018; Woodgate, 2018), freshening (e.g., A. Proshutinsky et al., 2009; Rabe et al., 2014), and changing stratification, circulation dynamics, and momentum transfer to the ocean (e.g., Davis, Lique, & Johnson, 2014; Meneghello, Marshall, Timmermans, & Scott, 2018; Peralta-Ferriz & Woodgate, 2015; I. V. Polyakov et al., 2017) all link to the sea ice.

The amount and mobility of sea ice is of great relevance to the balance of forces that drive the large-scale ocean circulation, because it acts as a critical mediator of wind-stress in the Arctic, as explored in Section 7. Further, sea-ice cover, sea-surface salinity and temperature are also strongly coupled. Surface salinities are much fresher in the Arctic Ocean compared to the north Pacific and Atlantic oceans (Figure 2a), the broad result of northward transport of atmospheric fresh water from equatorial regions, with contributions from seasonal sea-ice melt and relatively fresh ocean flows from the Pacific Ocean. Arctic Ocean sea-surface temperatures are at the freezing point (around -2°C for seawater) in winter and in regions where sea ice persists year round. Outside of the winter months, an opening in the sea-ice pack can leave the ocean exposed to direct solar forcing, increasing sea-surface temperatures. These warmed surface waters can melt the surrounding sea ice, exposing more open water and a positive feedback (the ice-albedo feedback) ensues. Summer sea-surface temperatures at the ice-free margins of the Arctic basin can be up to a few degrees above 0°C, with higher sea-surface temperatures (again several degrees above 0°C) in the vicinity of Pacific and Atlantic Water inflows (Figure 2b and see Timmermans and Ladd (2019)). Owing to the halocline stratification, which
we describe next, the warm waters originating in the Pacific and Atlantic oceans do not need to be confined to the surface Arctic Ocean, and can reside at depth.

### 3 Arctic Ocean stratification and buoyancy forcing

A trans-Arctic section crossing from the Pacific to the Atlantic oceans illustrates the essential Arctic Ocean water-mass distribution and stratification: relatively cold, fresh water overlies relatively warm, salty water (Figure 1b). Marked gradients in temperature, salinity and density are confined to the top few hundred meters of the water column, which features various components of the Arctic halocline (Figure 3). We consider the potential density surface $\sigma = 27.4 \text{ kg m}^{-3}$ to approximately represent the base of the halocline (see the deepest dashed line in Figure 3b), and plot its depth across the Arctic Ocean (Figure 3a). In the Canada Basin, this isopycnal surface is as deep as $\sim 200$ m, marking the imprint of the anticyclonic Beaufort Gyre which is in thermal wind balance with lateral density gradients. Also evident is the signature of the Transpolar Drift Stream at the confluence of the Canadian and Eurasian Basins.

Representative vertical profiles of temperature, salinity and density in the Canadian and Eurasian Basins illustrate the details of the upper water column (Figure 3b). Underlying the surface mixed layer ($\lesssim 50$ m deep), is a relatively warm near-surface layer in the Canadian Basin, absent in the Eurasian Basin. It derives from the $\sim 1 \text{ Sv} (1 \text{ Sv} = 10^6 \text{ m}^3 \text{s}^{-1})$ northward flow through the $\sim 50$ m deep and $\sim 80$ km wide Bering Strait (e.g., Woodgate et al., 2010). Bering Strait inflow is driven both by local wind variability, and a sea-surface height difference between the Bering Sea Shelf and the Chukchi and East Siberian seas (with sea level being highest in the Bering Sea) (see Danielson et al., 2014; Peralta-Ferriz & Woodgate, 2017; Woodgate & Aagaard, 2005).

This layer, with origins in the Pacific Ocean, has temperatures in the range $-1$ to $1^\circ$C, and sits at around 50 to 100-m depth in the Canadian Basin (Figure 3b,c), is called Pacific Summer Water since it ventilates the region in summer (e.g., Steele et al., 2004; Timmermans et al., 2014). Below the Pacific Summer Water layer in the Canadian Basin sits relatively cooler and saltier Pacific Winter Water (e.g., Pickart, Weingartner, Pratt, Zimmermann, & Torres, 2005), which ventilates the region in winter (Figure 3b,c). The base of the Pacific Winter Water layer is approximately bounded by the $\sigma = 27.4 \text{ kg m}^{-3}$ surface. In both the Canadian and Eurasian basins, a layer of warm Atlantic-origin
water, characterized by temperatures around 0 - 3°C (colored red in Figure 3c), resides between roughly 150 and 500-m depth, at or below the $\sigma = 27.4$ kg m$^{-3}$ surface. We discuss these Atlantic-origin waters in detail in Section 5.

A defining feature of the Arctic Ocean with a profound influence on the behavior of the Arctic system and climate is that it is predominantly salinity-stratified. This basic stratification of fresher waters overlying saltier waters, separated by a strong halocline, is known as a $\beta$-ocean, where $\beta$ refers to the saline contraction coefficient. By contrast, the subtropical $\alpha$-oceans (where $\alpha$ refers to the thermal expansion coefficient) have their stratification set mainly by temperature, with warmer waters overlying cooler waters. This broad stratification distinction, evident at around 45°N in both the Pacific and Atlantic sectors (Figure 1b), is a vital aspect of ocean and climate relevance; for example, sea ice can only grow at the surface of $\beta$-oceans where the salinity stratification inhibits deep convection — an $\alpha$-ocean would convect (see E. C. Carmack, 2007). In the mid-latitude $\alpha$-oceans, there is a net warming and evaporation. The atmospheric moisture is transported polewards where it precipitates over the high-latitude $\beta$-oceans. The non-linear equation of state of seawater also factors in this distinction with $\alpha$ increasing with temperature, such that in the upper water column it is about an order of magnitude larger at 20°C compared to its value at much colder (near freezing) Arctic Ocean temperatures (see Timmermans & Jayne, 2016). In Section 8 we return to discuss this $\alpha - \beta$ transition in the context of a changing Arctic Ocean under increasingly Atlantic influence.

River discharge, predominantly from the six main Arctic rivers (the Ob, Yenisey, Lena, Kolyma, Yukon, and Mackenzie rivers), is a major source of fresh water to the Arctic Ocean (Holmes et al., 2012; McClelland, Holmes, Dunton, & Macdonald, 2012). While the Arctic Ocean constitutes only 1% of the World’s ocean by volume, it catches around 10% of its river discharge (Aagaard & Carmack, 1989). The Arctic Ocean also receives fresh water through net precipitation (e.g., M. C. Serreze et al., 2006) and relatively fresh water from the Pacific Ocean via Bering Strait (Woodgate & Aagaard, 2005). In the annual mean, the partitioning of this freshwater input is around 1/2 river discharge, 1/4 Pacific water inflow and 1/4 net precipitation (E. C. Carmack, 2000; E. C. Carmack et al., 2016; T. W. N. Haine et al., 2015; M. C. Serreze et al., 2006); much smaller contributions (less than a few percent) derive from meltwater fluxes from Greenland and northward sea-ice fluxes through Bering Strait (T. W. N. Haine et al., 2015). Surface fresh
water from all of these sources is drawn toward the center of the Canadian basin by the anticyclonic winds of the Beaufort High, ensuring the maintenance of the Arctic’s strong halocline stratification (Figure 3).

As Arctic sea ice grows and moves, and brine is rejected, there is a distillation of fresh water. While some fraction of this fresh water returns to liquid form during sea-ice melt each summer, export of sea ice from the Arctic Ocean is a sink of fresh water (in solid form) (see Aagaard & Carmack, 1989). Fresh water leaves the Arctic via ocean and sea-ice flows through channels in the Canadian Arctic Archipelago and through Fram Strait. Around 1/3 of the total freshwater export is in liquid form via each of Fram Strait and Davis Strait, with 1/4 of the total exported in solid sea-ice fluxes through Fram Strait (T. W. N. Haine et al., 2015).

Brine rejection from sea-ice growth produces dense, salty water in the shelf regions. Cavalieri and Martin (1994) examine dense-water production across the Arctic in sites of sustained sea-ice growth (e.g., coastal polynyas) to estimate a total dense-water flux in the range 0.7 to 1.2 Sv. The overall contribution of this flux in modifying interior water-column properties is unclear. For example, while instances of down-slope flows off continental shelves have been documented in the observations (predominantly in the Barents, Kara and Laptev seas V. Ivanov, Shapiro, Huthnance, Aleynik, & Golovin, 2004), the strong halocline stratification limits the penetration of dense shelf water to the upper several hundred meters of the water column, and planetary rotation confines flows to the continental slopes (e.g., V. V. Ivanov & Golovin, 2007).

The Arctic Ocean warms in summer via surface-water heating in ice-free regions that is dominated by solar radiation (e.g., D. K. Perovich, Richter-Menge, Jones, & Light, 2008). The net surface heat flux is the sum of incoming shortwave radiation, longwave emission, and sensible plus latent heat fluxes. Throughout the year over most of the Arctic Ocean, vertical sensible and latent heat fluxes are small contributions (having magnitudes \( \lesssim 10 \text{ W m}^{-2} \)) (e.g., M. C. Serreze et al., 2007). The net longwave flux is larger (around 50 W m\(^{-2}\) upward) and remains approximately constant throughout the year. The net shortwave component has a strong seasonal cycle, dominating in summer when average values over the Arctic Ocean are around 150 W m\(^{-2}\) downward. Incoming solar radiation is effectively zero between October and March (e.g., M. C. Serreze et al., 2007).
The Arctic Ocean also receives heat via warm inflows from the Atlantic and Pacific oceans (e.g., Beszczynska-Möller et al., 2012; Woodgate, Weingartner, & Lindsay, 2012). For the Arctic waters at low temperatures, α is sufficiently small that ocean temperature does not strongly influence ocean dynamics. This may change as the ocean continues to warm, and we discuss potential implications of this in Section 8. While ocean temperature may have only a weak influence on ocean dynamics, it is crucially important to the fate of Arctic sea-ice cover should heat be mixed to the surface. We therefore now outline the primary mixing processes at work in the Arctic.

4 Mixing and stirring in the Arctic Ocean

The Arctic Ocean exhibits a variety of ocean mixing processes that differ from the mid-latitudes because of the presence of sea ice, the high latitude, and the distinct halocline stratification structure with warm water underlying cooler water. These processes include convection by surface buoyancy fluxes resulting from brine rejection during ice formation, turbulence driven by stress at the ice-ocean interface, mixing by internal waves (where the internal wave field is affected by the high latitude Coriolis effect and sea-ice cover), and double-diffusive mixing (see the review of these processes by Padman, 1995). The Arctic Ocean is also baroclinically unstable and the mean flow emerges only after averaging over a relatively energetic mesoscale and submesoscale.

4.1 Small-scale diapycnal processes

Arctic Ocean mixing levels are critical to the fate of sea ice because the ocean heat stored at depth is enough to melt the entirety of the Arctic sea ice (G. A. Maykut & Untersteiner, 1971). However, this would require some mechanism (e.g., dissipation of internal wave energy or double diffusion or vertical eddy heat flux) to mix that heat to the surface layer in contact with sea ice. At present, the Arctic Ocean exhibits generally low mixing rates compared to the mid-latitude ice-free oceans (e.g., D’Asaro & Morison, 1992; Rainville & Winsor, 2008).

There is relatively weak tidal forcing in the Arctic and most of the region is above the critical latitude north of which the semi-diurnal lunar tide can propagate freely (Kowalik & Proshutinsky, 1993). Topographic waves generated over bathymetric slopes and rough topography, forced by the tides, are the main source of energy for higher tidal dis-
sipation observed over topography (Holloway & Proshutinsky, 2007; Kowalik & Proshutinsky, 1995; Luneva, Aksenov, Harle, & Holt, 2015; Padman, Phueldemann, Muench, & Pinkel, 1992; Rippeth et al., 2017). Sea-ice cover is present for most of the year and acts as a buffer to wind-driven momentum input to the upper ocean; further, internal wave energy can be dissipated under sea ice (Morison, Long, & Levine, 1985; Pinkel, 2005).

In the fully-ice covered winter months, inertial wave energy and shear are generally weaker than in the seasonal absence of sea ice (Dosser, Rainville, & Toole, 2014; Halle & Pinkel, 2003; Rainville & Woodgate, 2009). In the summer months, even though winds are weaker than in winter, median inertial wave amplitudes are around 10 to 20% larger than in winter. The additional energy is a consequence of increased atmosphere to ocean momentum transfer in open water regions and the absence of sea-ice damping of internal waves (e.g. Dosser & Rainville, 2016). In Section 8, we discuss the implications of Arctic sea-ice loss on ocean mixing levels.

Microstructure measurements indicate turbulent kinetic energy dissipation $\epsilon$ in the halocline of the deep basins to be around $5 \times 10^{-10}$ to $2 \times 10^{-9}$ W kg$^{-1}$ (Fer, 2009; Lenn et al., 2009; Lincoln et al., 2016; Rippeth et al., 2015). These values may be compared to typical midlatitude ocean thermocline values of around $10^{-9}$ W kg$^{-1}$ (J. M. Toole, Schmitt, & Polzin, 1994). In the Arctic’s continental shelf regions, $\epsilon$ is estimated to be two orders of magnitude larger than over the abyssal plain; in the region just north of Svalbard, for example, $\epsilon \sim 3 - 20 \times 10^{-8}$ W kg$^{-1}$ (Rippeth et al., 2015). This can be compared to values estimated by Ledwell et al. (2000) of around $10^{-8}$ W kg$^{-1}$ over the rough topography of the Mid-Atlantic Ridge. Elevated rates of dissipation of kinetic energy are also found over the Canada Basin shelf regions where $\epsilon \approx 2 \times 10^{-8}$ W kg$^{-1}$ (Lincoln et al., 2016; Rippeth et al., 2015).

Diapycnal diffusivity $K_\rho$ takes values around $10^{-4}$ m$^2$s$^{-1}$ at the base of the mixed layer to $\sim 1-7 \times 10^{-6}$ m$^2$s$^{-1}$ in the strongly-stratified halocline away from topographic features (D’Asaro & Morison, 1992; Fer, 2009; Padman & Dillon, 1989; Rainville & Winsor, 2008). In model studies, the Atlantic Water circulation direction and strength is found to be highly sensitive to the level of vertical mixing. Zhang and Steele (2007) find values of $K_\rho \approx 10^{-6}$ m$^2$s$^{-1}$ yield Atlantic Water circulation patterns and water properties that best agree with climatology (values typically appropriate for midlatitudes, around $10^{-5}$ m$^2$s$^{-1}$, returned an anticyclonic Atlantic Water circulation, inconsistent with observations).
Low mixing levels in the interior basin allow for the persistence of a double-diffusive staircase at the top boundary of the Atlantic Water layer (see Figure 3b, inset panel), and double-diffusive fluxes are the main mechanism for vertical heat transport from the Atlantic Water. Vertical heat fluxes across the double-diffusive staircases in the central basins are only in the range $0.02 - 0.3 \, \text{W m}^{-2}$, however (Guthrie, Fer, & Morison, 2015; Padman & Dillon, 1987, 1989; Shibley, Timmermans, Carpenter, & Toole, 2017; Sirevaag & Fer, 2012; Timmermans, Toole, Krishfield, & Winsor, 2008). For context, these heat fluxes are about one tenth of the mean surface ocean heat flux to the sea ice. Annual average ocean-to-ice heat fluxes are around $3 - 5 \, \text{W m}^{-2}$, with monthly-average values up to $30 \, \text{W m}^{-2}$ in July and August, and maximum values up to $60 \, \text{W m}^{-2}$ (R. A. Krishfield & Perovich, 2005; G. Maykut & McPhee, 1995; Wettlaufer, 1991). In these regions, summer solar heating of the surface ocean layer (in ice-free regions or through thin ice) provides the main heat source for ocean-to-ice heat fluxes (Fer, 2009; G. Maykut & McPhee, 1995; G. A. Maykut & Untersteiner, 1971; Timmermans, 2015; J. M. Toole et al., 2010).

A well-defined double-diffusive staircase is absent around most Arctic Ocean continental shelf-slope regions (i.e., coinciding with pathways of the Atlantic Water) (Shibley et al., 2017), likely because of higher mixing levels in those regions (e.g., Rippeth et al., 2015). Staircases do appear at the eastern boundary of the Eurasian Basin and in the vicinity of the east Siberian continental slope, where double-diffusive heat fluxes are estimated to be higher (order $1 \, \text{W m}^{-2}$) compared to interior basin values (Lenn et al., 2009; I. V. Polyakov et al., 2012). Note that ocean-to-ice heat fluxes can be order $100 \, \text{W m}^{-2}$ where the Atlantic Water enters the Arctic Ocean and where stratification and turbulence levels are not amenable to the formation of a double-diffusive staircase (Peterson, Fer, McPhee, & Randelhoff, 2017).

Related to the double-diffusive staircase at the top boundary of the Atlantic Water layer, are prominent thermohaline intrusions underlying the staircase and emanating from the core of the Atlantic Water (e.g., Bebieva & Timmermans, 2017; E. Carmack et al., 1998; Rudels, Kuzmina, Schauer, Stipa, & Zhurbas, 2009). These intrusions have a lateral component of motion, driven partly by double-diffusive vertical buoyancy flux divergences, and carry warm Atlantic Water from the boundaries to the interior basins (Bebieva & Timmermans, 2016; F. McLaughlin et al., 2004; Walsh & Carmack, 2003; Woodgate, Aagaard, Swift, Smethie Jr, & Falkner, 2007). Walsh and Carmack (2003)
estimated lateral diffusivities associated with these thermohaline instrusions to be around 50 m² s⁻¹. In this way, diapycnal mixing can redistribute Atlantic Water heat laterally, with Atlantic Water intrusions taking around a decade to propagate across the Canada Basin (see for example Bebieva & Timmermans, 2019).

While diapycnal mixing of deeper ocean heat can delay the onset of freezing at the start of the ice-growth season, and yield reductions in total sea-ice thickness (e.g., G. A. Maykut & Untersteiner, 1971; D. K. Perovich et al., 2011; Steele, Ermold, & Zhang, 2008; Timmermans, 2015), its role in the large-scale ocean circulation is less clear. Diapycnal mixing has been presumed to play a role in driving the Atlantic Water inflow to the Arctic Ocean, as we will discuss in Section 5.1. Lateral eddy fluxes, on the other hand, have been shown to be a key player in the fundamental dynamics of the Beaufort Gyre, as we discuss in Section 7.

4.2 Eddies, baroclinic instability and isopycnal eddy diffusivity

Baroclinic eddies are a ubiquitous feature of the Arctic Ocean, which is observed to have a vigorous mesoscale and submesoscale eddy field (e.g., Carpenter & Timmermans, 2012; Kozlov, Artamonova, Manucharyan, & Kubryakov, 2019; Manley & Hunkins, 1985; G. E. Manucharyan, Thompson, & Spall, 2017; Mensa, Timmermans, Kozlov, Williams, & Özgökmen, 2018; Pnyushkov, Polyakov, Padman, & Nguyen, 2018; Spall, Pickart, Fratantoni, & Plueddemann, 2008; Timmermans, Toole, Proshutinsky, Krishfield, & Plueddemann, 2008; M. Zhao et al., 2014; M. Zhao, Timmermans, Cole, Krishfield, & Toole, 2016). Water column kinetic energy in the Arctic's halocline is dominated by eddies (M. Zhao, Timmermans, Krishfield, & Manucharyan, 2018), and we expect eddy buoyancy fluxes and along-isopycnal stirring by eddies to play an important role in the general circulation, as will be shown in Section 7.

The horizontal length scale that tends to characterize eddies and baroclinic instabilities of the ocean mean state is the first baroclinic Rossby radius of deformation, \( R_d = ND/f \) where \( D \) is the vertical scale over which horizontal currents vary, \( f \) is the Coriolis parameter, and \( N^2(z) = -(g/\rho_0)(\partial \rho/\partial z) \) is the stratification. Chelton, Deszoeke, Schlax, El Naggar, and Siwertz (1998) estimated \( R_d \) from hydrographic climatology by solving the quasi-geostrophic equations for a given stratification profile, \( N^2(z) \). In Figure 4a we follow the methodology of Chelton et al. (1998) to compute \( R_d \) from Arctic
Ocean climatology (see also Nurser and Bacon (2014); M. Zhao et al. (2014)). Shallow
shelf regions are generally characterized by a much smaller deformation radius (of or-
der a few kilometers) than the deep basins (where it is around 7 - 15 km), while vari-
ations in $R_d$ between deep basins arise due to stratification differences (see M. Zhao et
al., 2014). The Beaufort Gyre is more strongly stratified than the Eurasian Basin wa-
ter column; typical values of $R_d$ in the Beaufort Gyre region are around 15 km, twice
as large as values in the deep Eurasian Basin. Observed eddies have horizontal scales which
are roughly consistent with values of $R_d$. Eddies in the Canadian Basin have larger di-
ameters than those in the Eurasian Basin (M. Zhao et al., 2014). We note that the hor-
izontal scales of the energy-containing eddies may differ from the deformation radius be-
because there is an inverse energy cascade. The upscale energy transfer on a $\beta$-plane may
be arrested at the Rhines scale, which can characterize a transition to a Rossby wave regime
(see Rhines (1975) and the discussion by, for example, Tulloch, Marshall, Hill, and Smith
(2011)). In the Arctic Ocean, the Coriolis parameter $f$ is approximately constant (i.e.,
an $f$-plane), and the Rhines scale is set by topographic beta. Nevertheless, the scales
apparent in Figure 4a highlight the challenges for numerical modeling of ocean processes
in the region where model grid scales must be smaller than a few kilometers to resolve
mesoscale eddies.

 Related to the Rossby deformation radius, we may analyze hydrography to exam-
ine the linear stability characteristics of the mean state of the Arctic Ocean. If the mean
current has speed $U$, then we expect an inverse timescale (growth rate) $\omega \sim U/R_d$. This
may be expressed in terms of the Richardson Number, $Ri = N^2 D^2 / U^2$, where $D$ is the
vertical scale over which $U$ varies, as $\omega \sim f/\sqrt{Ri}$ (the Eady growth rate). More detailed
calculations calibrated against linear stability yield (see Smith, 2007; Tulloch et al., 2011):

$$\omega = f \sqrt{\frac{1}{6H} \int_0^H \frac{dz}{Ri(z)}},$$  \hspace{1cm} (1)

where the Richardson number $Ri(z)$ may be estimated as a function of the stratification
and the thermal wind shear, $Ri = N^2 / [(\partial u/\partial z)^2 + (\partial v/\partial z)^2]$. Tulloch et al. (2011)
examine hydrographic climatology for the global oceans south of 60°N and show that
spatial patterns of growth rates and their magnitudes estimated from (1) are in reason-
able correspondence to growth rates computed from the full stability analysis.

If the generation of eddies is associated with baroclinic instability, we expect the
Eady timescale $\omega^{-1}$ to be short where there is anomalously high eddy kinetic energy and/or
weak stratification. Around the Arctic basin margins, timescales are of the order of two weeks or shorter, while in the central Canada Basin/Beaufort Gyre and Nordic Seas regions, Eady timescales computed from (1) are between a few weeks and a couple of months (Figure 4b). This spatial pattern is consistent with satellite-derived eddy kinetic energy estimates, which show the shelf and boundary-current regions to have higher eddy kinetic energy compared to the interior Canada Basin and Nordic Seas (Armitage et al., 2017). Notably, the central Eurasian Basin exhibits shorter timescales (faster growth rates) than the Canada Basin, and this may be attributed to the significantly weaker stratification there (Figure 3b); satellite-derived estimates of eddy kinetic energy are not available for the Eurasian Basin. In interpreting the Eady growth-rate map (Figure 4b), it should be noted that the presence of sea ice is likely to efficiently damp unstable near-surface baroclinic instabilities, but that the interior halocline modes are less susceptible because they do not have a strong surface expression. Early studies of baroclinic instability in the Arctic, interpreting observations of mesoscale eddies, argued that frictional drag against sea ice was a significant stabilizing influence (e.g., Hunkins, 1974; Manley & Hunkins, 1985).

M. Zhao et al. (2018) show how the specific halocline structure of the Beaufort Gyre influences the evolution of water-column kinetic energy, and its dissipation. They analyze mooring velocity measurements to deduce that most kinetic energy in the Beaufort Gyre water column is contained within the barotropic and the first two baroclinic modes, and that this partitioning is a result of the specific halocline stratification which determines interactions between modes. M. Zhao et al. (2018) find energy has a tendency to concentrate in the second baroclinic mode (consistent with ubiquitous intrahalocline eddies), with a much smaller tendency to transfer to the barotropic mode. Ultimately kinetic energy may be dissipated by drag at the sea floor or under sea-ice cover. However, the inefficiency of energy transfer to the barotropic mode suggests an ineffective pathway for kinetic energy dissipation at the sea floor, and an important role for under-ice dissipation when kinetic energy is transferred to the (surface intensified) first baroclinic mode.

For the Beaufort Gyre, satellite-based estimates of eddy kinetic energy, and the application of mixing-length theory, have been used to infer eddy diffusivities (Armitage et al., 2017). A similar approach has been used to estimate eddy diffusivities in the Beaufort Gyre from eddy kinetic energy based on in-situ mooring velocity measurements (Meneghello,
Marshall, Cole, & Timmermans, 2017). These studies yield eddy diffusivity values in the range 100-600 m$^2$ s$^{-1}$, decaying from higher to lower values with depth (Meneghello et al., 2017). As described in Section 7, eddy diffusivities of such magnitude suggest that eddy-induced circulation can be as large as the Eulerian circulation, with important implications for the general circulation and tracer transport in the Arctic.

Water-mass distribution, stratification structure and strength, mixing and lateral eddy processes, are intimately connected with ocean circulation pathways, which we describe next, beginning with an analysis of the circulation of Atlantic Water into and around the Arctic basin.

5 The Circulation of Atlantic Water in the Arctic

On route to the Arctic Ocean, Atlantic waters cross the Scotland-Greenland Ridge and propagate into the Nordic Seas in branches stemming from the North Atlantic Current extension of the Gulf Stream. In the Norwegian Sea, the northward flow follows two topographically steered western and eastern branches of the Norwegian Atlantic Current (e.g., Orvik & Niiler, 2002). These waters enter the Arctic Ocean at the ~2600 m deep, ~450 km wide, Fram Strait, which is the deepest connection between the Nordic Seas and the Arctic Ocean (Figure 5). At Fram Strait there is an exchange flow between inflowing Atlantic Water and outflowing relatively cooler and fresher upper Arctic Ocean waters (Figure 5c). The West Spitsbergen Current (WSC) carries relatively warm and salty Atlantic Water north (around 7 Sv) into the Arctic Ocean on the eastern side of Fram Strait, with a recirculation within Fram Strait (see e.g., Beszczynska-Möller et al., 2012; Schauer et al., 2004). The East Greenland Current (EGC) flows south (around 9 Sv) out of the Arctic Ocean along the western side of Fram Strait (de Steur, Hansen, Mauritzen, Beszczynska-Möller, & Fahrbach, 2014). Net transport through Fram Strait has been estimated to be several Sv to the south, with month-to-month variability that can be as large (Schauer & Beszczynska-Möller, 2009). Atlantic Water also enters the Arctic Ocean from the Nordic Seas via the Barents Sea Opening (~ 2 Sv) (Ingvaldsen et al., 2002; Schauer, Loeng, Rudels, Ozhigin, & Dieck, 2002). Observations indicate that Atlantic Water heat transport to the Arctic Ocean is higher through the Barents Sea Opening (~70 TW, Smelstrud et al. (2013)) than through Fram Strait (~40 TW, Schauer and Beszczynska-Möller (2009), where these estimates use 0°C as a reference temperature).
Where Atlantic Water enters the Arctic Ocean through Fram Strait and the Bar-ents Sea Opening, the overlying sea ice melts and the upper-most waters undergo a cool-ing and freshening transformation such that the Atlantic Water temperature maximum resides at depth within the Arctic Ocean (e.g., Rudels, Anderson, & Jones, 1996; Un-tersteiner, 1988). The spatial distribution of maximum Atlantic Water temperature has been used to infer its cyclonic pathway around the boundary of the Eurasian Basin (e.g., L. Coachman & Barnes, 1963) and is shown in Figure 5a,b,d. There is believed to be a recirculation within the Eurasian Basin, as schematized by Rudels, Jones, Anderson, and Kattner (1994), see their Figure 9. Atlantic Water penetrates the Makarov and Canada basins (where the Atlantic Water core referenced by the depth of the temperature max-imum is located around 400 m depth, Figure 5d) and circulates cyclonically around the basin margins, visibly following isobaths. Mooring measurements indicate Atlantic Wa-ter boundary current speeds to be around 2 to 4 cm s\(^{-1}\) (Woodgate et al., 2001). This is consistent with transient tracer data which suggest Atlantic Water propagation from the Eurasian Basin to the southern Canada Basin (a distance of around 6000 km) takes around 7.5 years (Mauldin et al., 2010).

Below the Atlantic Water layer, the Arctic Ocean’s deep and bottom waters are generally inferred (from sparse measurements) to follow a cyclonic pathway in both the Eurasian and Canadian basins, in the same sense as the intermediate Atlantic Water (e.g. Aagaard, 1981; Rudels, 2015). Deepest waters also exhibit variable bottom-trapped cur-rents and waves (Aagaard, 1981; Timmermans, Rainville, Thomas, & Proshutinsky, 2010; B. Zhao & Timmermans, 2018). Note that, distinct from the Atlantic Water boundary current, there also exist narrow, energetic, seasonally-varying boundary currents, with typical speeds around 15 cm s\(^{-1}\), trapped at the shelf breaks in the Eurasian and Cana-dian basins (e.g., Aksenov et al., 2011; Dmitrenko et al., 2016; Nikolopoulos et al., 2009; Pickart, 2004); the properties of these shelf-break currents depend strongly on local and remote winds and buoyancy forcing.

Ascertaining what drives the Atlantic Water inflow and its circulation within the Arctic Ocean has been the subject of study since Nansen (1902) first identified warm sub-surface water within the Arctic Ocean as having originated in the North Atlantic. We now briefly review two bodies of work that explore the mechanisms from rather differ-ent perspectives: the first, using an estuary framework, invokes wind-driven mixing in-
terior to the Arctic to draw water in; the second invokes winds exterior to the Arctic to drive water in to the Arctic following bathymetric contours.

5.1 An estuary framework

The earliest models of Arctic Ocean circulation were estuarine-like (see e.g., Aagaard, Swift, & Carmack, 1985), motivated by the idea that the Arctic is a semi-enclosed basin in which the inflow from the Nordic Seas is balanced by an outflow of relatively fresh water, and this exchange flux depends upon the level of mixing within the Arctic basin (Figure 6). The circulation is driven by buoyancy; winds only play a role in mixing upper and intermediate waters in the estuary basin.

Stigebrandt (1981) modeled the upper Arctic Ocean water column as a function of buoyancy input, wind-driven mixing and topographic control at the connecting straits (here, primarily Fram Strait and Lancaster Sound) that are sufficiently wide that the effects of Earth’s rotation are important. His model couples conservation of volume and salt, and a weir formula for the hydraulically-controlled (and rotationally-influenced) volume flow through the straits, plus a horizontally uniform vertical entrainment velocity that is a function of both wind-driven mixing and convection. This estuarine description of the circulation shows how the buoyancy input and mixing in the interior Arctic Ocean can uphold a steady exchange flow between the Arctic Ocean and Nordic Seas.

Consider an idealized system in which there is a volume flux $Q_1$ of Polar Water (upper layer of salinity $S_1$) leaving the Arctic Ocean (e.g., via Fram Strait) and a volume flux $Q_2$ of Atlantic Water (lower layer, of salinity $S_2$) entering the Arctic Ocean from the Nordic Seas (Figure 6). For a flux through the Bering Strait of $Q_B$ (of salinity $S_B$) and net freshwater flux $Q_f$ (approximately the sum of river influxes and net precipitation, minus a sea-ice export flux from the Arctic Ocean) into the upper layer in the Arctic Ocean, conservation of volume may be written

$$Q_1 = Q_2 + Q_B + Q_f.$$  \hfill (2)

For a hydraulically controlled flow of the upper layer (of thickness $H_1$) through Fram Strait, the flow rate is given by (Whitehead, 1998)

$$Q_1 = \frac{g' H_1^2}{2f}.$$  \hfill (3)
where $g' = g(\rho_2 - \rho_1)/\rho_0$ is the reduced gravity between the Polar Water $\rho_1$ and Atlantic Water $\rho_2$ layers ($\rho_0$ is a reference density). A good approximation is given by $g' = g \beta (S_2 - S_1)$, which neglects temperature influences on density. Equation (3) applies because Fram Strait (around 500 km wide) is much wider than the internal Rossby deformation radius, with typical parameter values yielding $(2g' H_1)^{1/2}/f \approx 10$ km, in accord with Figure 4a. Conservation of salt in the upper layer is given by

$$Q_1 S_1 = Q_2 S_2 + Q_B S_B. \tag{4}$$

The remaining model component is an entrainment flux of lower layer water across the halocline (Figure 6) which may be written in terms of the area $A$ of the halocline and an entrainment velocity $w_e$ as:

$$Q_2 = w_e A. \tag{5}$$

Specification of $w_e$ requires some quantification of the mixing processes. Mixing between the Atlantic Water and the Polar Water may be driven by processes ranging from double-diffusive convection to shear-driven mixing by winds and sea-ice motion, to surface buoyancy fluxes driving convection, such as sea-ice growth generating dense brine. Stigebrandt (1981) formulates the following expression for entrainment velocity

$$w_e = 2.5 \frac{u_*^3}{g \beta (S_2 - S_1) H_1} + \gamma \frac{Q_f S_1}{A (S_2 - S_1)}. \tag{6}$$

The first term on the right relates the injection of kinetic energy to the interface to a change of potential energy of the system (mixing), where $u_*$ is a friction velocity characterizing the mixing levels. The second term quantifies the contribution (scaled by a parameter $\gamma$) to $w_e$ by surface freshwater buoyancy fluxes.

Choosing typical values of external parameters ($A = 10^{13}$ m$^2$, $Q_B = 1.5 \times 10^6$ m$^3$ s$^{-1}$, $S_B = 32.4$, $\gamma = 0.05$ and $S_2 = 35$; see Stigebrandt (1981)), the system (2) to (6) may be solved to determine the Atlantic Water influx $Q_2$, and the properties of the upper layer $H_1$ and $S_1$ exiting the Arctic Ocean through Fram Strait as functions of net freshwater input $Q_f$ and mixing levels (quantified by specifying $u_*$), Figure 6b. For larger net freshwater fluxes $Q_f$ into the Arctic Ocean (i.e., river influxes and net precipitation dominate over a sea-ice export flux), the outflowing upper layer is thinner and fresher, and there is a smaller Atlantic Water volume influx $Q_2$ to the Arctic Ocean. Further, for fixed $Q_f$, an increase in mixing gives rise to a thicker, saltier upper layer exiting the Arctic Ocean, and a larger volume influx of Atlantic Water. For a range of appropriate parameters, the solutions generally yield plausible results for the exchange flow at Fram Strait.
Rudels (1989) employs the formalism of Stigebrandt (1981) and incorporates spatially-variable mixing (water-mass transformations in the shelf regions) to deduce a magnitude for the Atlantic Water inflow to the Arctic Ocean and strength of the stratification that depends on the buoyancy input.

These general ideas have been extended further by considering the Arctic Mediterranean to be a double-estuary (Eldevik & Nilsen, 2013; Lambert, Eldevik, & Haugan, 2016). This conceptualizes cooling and dense water formation in the Nordic Seas as a negative estuary, and positive buoyancy forcing (freshwater input) in the Arctic Ocean (i.e., a positive estuary). Heat loss in the Nordic Seas drives an overturning circulation there (Mauritzen, 1996) while the freshwater input to the north drives an estuarine circulation with the Atlantic Water layer. Lambert et al. (2016) find that because of the Arctic estuary circulation, an Atlantic Water inflow to the Arctic can persist even in the absence of deep convection in the Nordic Seas. This is an important point in the context of discussions related to Atlantic Water heat entering the Arctic being influenced by the strength of the Atlantic Meridional Overturning Circulation (AMOC). Based on climate model simulations, it has been put forward, for example, that a strengthened AMOC has been partly responsible for Arctic Ocean warming and sea-ice loss (e.g., Delworth et al., 2016).

The estuary view of Arctic circulation has been invoked in an attempt to explain the presence of the halocline. Indeed, it is in accord with the traditional model of the Arctic halocline (Aagaard et al., 1985): the required mixing within the Arctic basin (represented by the upward circular arrows in Figure 6a) has been associated with the entrainment of ambient water by plumes that flow down continental slopes powered by concentrations of dense brine formed by ice formation over the continental shelves, although the extent to which this is relevant on an Arctic-wide scale has been debated, (e.g., Östlund, Possnert, & Swift, 1987). The structure of the interior Arctic halocline, however, requires additional processes, such as advection by wind-driven circulation and lateral eddy fluxes, to bring the ventilating dense water away from continental slopes and into the interior.

Spall (2013) presents a conceptual model in which the halocline structure and Atlantic Water flow are set by the combined effects of horizontal eddy fluxes taking water from the basin boundaries to the interior and vertical diapycnal mixing in the interior basin. In his idealized simulations, an effectively barotropic Atlantic Water inflow (and cyclonic Atlantic Water boundary current) is balanced by outflowing cooler water including a surface-
intensified fresh outflow. The essential common feature between this and other models of the Arctic estuary is that buoyancy forcing and mixing in the interior drives the Arctic-Nordic Seas exchange.

Bathymetric influences (aside from those of the straits) and recirculations within the Arctic basin are not represented in estuary models. Nor do they account for recirculations in the vicinity of the connecting straits. Further, it is unclear whether the required mixing between the surface fresh layers and the inflowing Atlantic Water is realistic. In an alternative framework, the wind directly drives the topography-following Atlantic Water circulation. In the next section, we describe studies which have shown how the prevailing wind field over the Arctic is such that the wind-stress curl can set the observed ocean transport.

### 5.2 Wind-driven flow along $f/H$ contours

Wind-stress curl patterns over the Arctic are such that there is broad Ekman downwelling over much of the interior basin, with relatively strong upwelling over the Nordic Seas (Figures 2c and Figure 7a). Over most of the tropical and subtropical oceans, wind-stress curl is balanced by the depth-integrated meridional transport, i.e., Sverdrup balance (e.g., Gray & Riser, 2014; Wunsch, 2011). However, where topography has a strong influence, and in the higher latitudes where the $\beta$-effect (here, $\beta$ refers to the meridional gradient of the Coriolis parameter) is negligible, Sverdrup balance does not hold. Nøst and Isachsen (2003) analyzed Arctic wind forcing and hydrographic climatology to show that patterns of Ekman downwelling and upwelling differ markedly from the depth-integrated meridional transport predicted based on Sverdrup balance. Instead of being constrained by the $\beta$-effect, the potential vorticity-conserving barotropic flow is controlled by seafloor topography.

In the Nordic Seas and Arctic Ocean potential vorticity contours $q = f/H$ (where $H$ is water depth) effectively coincide with isobaths because $f$ is approximately constant. These $f/H$ contours (Figure 7a) can be seen to close within basins (rather than being blocked by isobaths as typical of midlatitude ocean basins), and potential vorticity gradients (directed across isolines of $f/H$) are dominated by topographic slopes. One might expect that depth-integrated flow would have a proclivity to conserve $q$ and thus follow bathymetry. This is schematized in Figure 8; idealized closed $f/H$ contours (black) lie...
either entirely within the Arctic basins, or enclose both the Nordic Seas and the Arctic Ocean. These are the ‘railway tracks’ along which the barotropic flow circulates, as indicated by the arrows in Figure 8. The sense of the flow along $f/H$ contours depends on the sign of the vorticity input, set by the wind-stress curl integrated over the area within the $q$ contour in question. (By Stokes’ Theorem, this is equivalent to the integral of the wind stress around the closed contour.)

Isachsen, LaCasce, Mauritzen, and Häkkinen (2003) exploited this idea to describe the time-varying depth-averaged Arctic Ocean and Nordic Seas circulation. They integrated the governing vorticity equation over an area bounded by a closed $f/H$ contour and showed that the flow in the bounded region co-varies with the difference between transport in the wind-driven surface Ekman layer and the bottom Ekman layer. This is the barotropic mode excited by time-varying winds. It is a solution that is close to a free mode, where the free mode is one that is exactly along $f/H$ contours; in the absence of wind forcing, the $f/H$ following flow will continue, ultimately spinning down as a result of bottom friction (see Hughes, Meredith, & Heywood, 1999; LaCasce, Nøst, & Isachsen, 2008).

Nøst and Isachsen (2003) developed a related model for the local flow using an integrated vorticity balance in an area surrounded by an $f/H$ contour, but for the time-mean bottom velocities of the Arctic Ocean and Nordic Seas. The steady-state balance between vorticity input and output is given by

$$\int \int_A \nabla \times \tau_s dA = \oint_C \tau_b dl,$$

where $\tau_s$ is the surface stress and $\tau_b$ the bottom stress. This states that the surface vorticity input by the wind within $q$ surfaces is balanced by bottom stress integrated around closed $q$ contours. Relating the bottom stress to bottom velocity $v_b$ through a linear drag law, $\tau_b = -\rho_0 \mu v_b$ (where $\mu$ is a linear friction parameter), (7) can be rearranged as

$$v_b \approx -\frac{1}{\rho_0 \mu L} \int \int_A \nabla \times \tau_s dA \frac{\left| \nabla q \right|}{\oint_C |\nabla q| dl}.$$

This says that the flow at any location along an $f/H$ contour can be estimated as the product of the surface wind-stress curl $\nabla \times \tau_s$ integrated over the area within the contour, divided by the length $L$ of the $q = f/H$ contour, and the magnitude of the local slope relative to the average slope of the $f/H$ contour. That is, the magnitude of the cross-stream vorticity gradient, $|\nabla q|$, modulates the strength of the bottom current by
a factor $|\nabla q| / (\frac{1}{L} \oint_{C} |\nabla q|dl)$. Nøst and Isachsen (2003) show that (8) gives reasonable agreement with current-meter measurements of the bottom flow in the Arctic Ocean. Surface flows may then be computed from the bottom-velocity prediction (equation 8) using climatological hydrographic data to obtain thermal wind shear from the bottom to the surface. Note, however, that the presence of sea ice is not accounted for in estimates of surface-ocean stresses although in Section 7 we return to the role of sea ice as a control on ocean dynamics.

Considering each of the closed $f/H$ contours plotted in Figure 7a, we compute the total area-integrated wind-stress curl within each contour (divided by the length of the contour), and plot it as a function of area enclosed by the contour (Figure 7, where the plotted points are colored by the depth of the $f/H$ contour in question; see also Figure 13 of Nøst and Isachsen (2003)). The area-integrated wind forcing for $f/H$ contours that enclose both the Nordic Seas and the entire Arctic Basin is cyclonic: comprised of contributions of strong cyclonic forcing in the Nordic Seas, and relatively weak anticyclonic wind forcing in the Canadian Basin. In this sense, the cyclonic Atlantic Water boundary current in the Canadian Basin is driven by the cyclonic atmospheric forcing in the Nordic Seas. This is the concept that flow following $f/H$ contours is driven by remote wind stresses (outside the Arctic Ocean), while the balancing bottom drag is distributed throughout the Arctic basin. The concept is consistent with a recent climate model study that suggests intensified Atlantic Water inflow to the Nordic Seas and Arctic Ocean is related to a strengthening of the Icelandic Low (Árthun, Eldevik, & Smedsrud, 2019).

The interior anticyclonic flow in the Canada Basin (i.e., the Beaufort Gyre), around closed $f/H$ contours entirely within the Canada Basin, is then also explained by the area-integrated anticyclonic wind forcing for closed contours in that region (Figure 7a,b). We note that these ideas are distinct from others that are based on an integral constraint of potential vorticity (e.g., Karcher, Kauker, Gerdes, Hunke, & Zhang, 2007; Yang, 2005), where if the net potential vorticity introduced to the Arctic basin via the strait inflows is positive (negative), the result is an interior cyclonic (anticyclonic) circulation; further, large buoyancy fluxes in the Barents Sea are an important source of potential vorticity.
5.2.1 Eddy influences

So far, we have only discussed a model in which energy dissipation is confined to the bottom boundary layer. Lateral eddy momentum fluxes, eddy-topography interactions and diapycnal fluxes have been neglected. It has been shown, for example, that lateral eddy momentum fluxes may be at least as important as bottom friction in balancing surface forcing (Dewar, 1998), much as synoptic eddy momentum fluxes maintain the surface wind patterns in the atmosphere.

Dewar (1998) presents an analytical layered model of abyssal flow in the Atlantic (invoking area integration around closed \( f/H \) contours) in which eddy fluxes arising from baroclinic instability are parameterized as down-gradient potential vorticity diffusion (see Marshall, Jamous, & Nilsson, 2001), a generalization of thickness diffusion. Applied to a 2-layer model forced by anticyclonic winds, wind-driven Ekman pumping in the upper layer deepens the layer which is balanced by a divergent eddy mass flux in that layer. In the deep layer, eddies mix thickness gradients with outward mass fluxes over a bowl-shaped basin, and inward mass fluxes over a seamount (assuming the tilt of the isopycnal interface between the two layers remains small compared to the topographic slope). These must be balanced by fluxes in the opposite sense in the bottom boundary; inward mass flux in the bottom boundary gives rise to a mean flow that tends to be cyclonic in the bowl case, and vice versa. In this way, a gyre can be set up in the deep layer, which is cyclonic around closed \( f/H \) contours in a deep basin and anticyclonic over a seamount, i.e., the direction of circulation in the deep layer depends on the bathymetry rather than the sign of the wind-curl forcing.

The applicability of this description to the Arctic’s Atlantic Water circulation is unclear. The formalism would predict a cyclonic circulation in the deep Beaufort Gyre, whereas observations indicate that the deep flow is in the same direction (i.e., anticyclonic) as the upper-ocean circulation (e.g., Dosser & Timmermans, 2018). Furthermore, in the two-layer model within a bowl-shaped basin described above, a reversal with depth of the horizontal potential vorticity gradients is absent, yet is a necessary condition for baroclinic instability.

Lastly, with respect to eddy influences, it has been shown that accounting for eddy interactions with seafloor topography can give rise to a mean cyclonic circulation along \( f/H \) contours in a deep basin, a result referred to as the Neptune Effect (Holloway, 1992,
(see also Bretherton & Haidvogel, 1976, who describe how eddies can force a circulation along $f/H$ contours). The circulation results from the stress generated by eddy pressure anomalies correlated with seafloor slope. This effect is likely to influence propagation speeds and diffusion of the cyclonic Atlantic Water flow. For example, including a parameterization of the Neptune Effect in an ocean model yields an Arctic Ocean flow field that is more consistent with that inferred from tracer observations; the overall cyclonic flow is enhanced around individual basins, most intense over topographic boundaries (Nazarenko, Holloway, & Tausnev, 1998; I. Polyakov, 2001).

5.3 Estuary vs. $f/H$-following perspectives

We have analyzed the processes driving the circulation of Atlantic Water into and around the Arctic Ocean basin. Both the estuary model invoking diabatic processes, and the $f/H$-following wind-driven model that invokes dynamical forcing by the winds, provide important perspectives. Diabatic processes must play an essential role because Atlantic Water flowing into the Arctic has its properties changed as it circuits the basin. Similarly, fresh water input to the Arctic Ocean is modified before it leaves the Arctic Ocean. Surface buoyancy forcing, a range of mixing mechanisms and eddy stirring all play a role. Furthermore, winds through cyclonic curl forcing over the Nordic seas set the sense of circulation around $f/H$ contours and orchestrate the gateway into the Arctic. Both wind- and buoyancy-driven processes work together to facilitate Atlantic Water inflow and circulation around the Arctic, processes that do not depend on the strength and structure of the AMOC. It remains unclear how this concept relates to modeling studies. Delworth et al. (2016) examine climate model output to deduce a positive relationship between AMOC strength and ocean heat transport into the Barents Sea, where they attribute AMOC fluctuations to changes in the North Atlantic Oscillation. Other climate model studies find this same result for internal climate variability, but suggest the opposite result under climate change (greenhouse gas forcing): ocean heat transport to the Nordic Seas and Arctic increases at the same time as the AMOC weakens (Arthun et al., 2019; Oldenburg, Armour, Thompson, & Bitz, 2018). No doubt feedbacks on the regional atmospheric circulation (e.g., the Icelandic Low) are also important.

Co-existing with the arterial Atlantic Water flow are relatively cold, fresh, wind-driven surface-intensified patterns in the interior Arctic basins: the Transpolar Drift Stream and the Beaufort Gyre. In the model of Nøst and Isachsen (2003), the prevailing anti-
cyclical winds set up the anticyclonic Beaufort Gyre circulation in the Canadian Basin (see magenta contours in Figure 7a), and bottom friction provides the balance to the wind-stress curl. The role of bottom friction and topographic influences on the Beaufort Gyre (which can at times be centered over the Canada Basin’s abyssal plain) and Transpolar Drift Stream dynamics are less obvious; the circulation is surface intensified in these strongly-stratified, wind-driven systems. We now outline some of the essential features of the Transpolar Drift Stream, before moving on in Section 7 to review the present state of understanding of Beaufort Gyre dynamics.

6 The Transpolar Drift Stream

The Transpolar Drift Stream of ice and water flows from the Siberian Shelf towards Greenland and the Nordic Seas, as is evident in the wind and sea-ice fields shown in Figures 2a and c. Many studies have addressed the sea-ice drift component of the Transpolar Drift Stream, readily monitored by remote sensing and drift of floe-tracking buoys (e.g. Kwok, 2009; Rigor, Wallace, & Colony, 2002; M. C. Serreze, McLaren, & Barry, 1989). The strength and orientation of the Transpolar Drift Stream is associated with the relative domains and intensity of the Beaufort High and Icelandic Low pressure systems. During conditions of a weakened Beaufort High, and deepened Icelandic Low, ice drifts cyclonically in the Eurasian Basin, transiting from the Laptev Sea towards the Canadian Basin before drifting towards Fram Strait (Kwok, Spreen, & Pang, 2013). A stronger Beaufort High, characterized by an expanded anticyclonic circulation, and a weaker Icelandic Low, are associated with a more direct path from the Laptev Sea to Fram Strait of ice drift in the Transpolar Drift Stream (e.g., Kwok et al., 2013).

The geostrophic ocean flow is aligned with the sea-ice Transpolar Drift Stream in the vicinity of the front between relatively warm and fresh surface waters, associated with the northern extent of the Beaufort Gyre, and colder, saltier surface waters that comprise the Transpolar Drift Stream (see Figure 3a, the confluence of contours at the northern boundary of the Beaufort Gyre, and aligned with the Transpolar Drift Stream) (Morison, Steele, & Andersen, 1998; Morison, Steele, Kikuchi, Falkner, & Smethie, 2006; Steele et al., 2004). This surface front also bounds the northern extent of Pacific Water influence in the upper halocline (F. McLaughlin, Carmack, Macdonald, & Bishop, 1996; Morison et al., 1998), and is a region of water mass exchange owing to frontal baroclinic instability (Timmermans, Toole, Proshutinsky, et al., 2008). Currents in the upper 20 m
of the water column are around 6 - 10 cm s$^{-1}$ (e.g., Armitage et al., 2017), suggesting the transport of water from the Siberian shelf to Fram Strait takes approximately one year.

The position of the Atlantic-Pacific boundary has been observed to be in the vicinity of the Lomonosov Ridge to as far south as the Mendeleyev Ridge separating the Canada and Makarov basins (Boyd, Steele, Muench, & Gunn, 2002; Morison et al., 1998; Steele & Boyd, 1998). Positional changes have been attributed to changes in large-scale wind forcing patterns which re-direct freshwater inputs from Siberian rivers and shift the axis of the Transpolar Drift Stream (Boyd et al., 2002; Morison et al., 1998; Steele & Boyd, 1998; Timmermans et al., 2011); the shift is schematized in Figure 4 of Morison et al. (2012). Further complicating this general picture and the spatial distribution of surface freshwater and circulation patterns may be the fact that a weakened Beaufort Gyre allows for fresh water release (Timmermans et al., 2011). This is explored further in Section 8.

Timescales of ocean baroclinic adjustment to atmospheric forcing changes over the central Arctic are uncertain. Morison et al. (2006) consider atmospheric forcing in context with annual hydrographic measurements in the central Arctic Ocean to infer the timescale of the response of the upper ocean to large-scale atmospheric circulation changes is around 3 to 7 years. These adjustment timescales are influenced by processes balancing momentum input by the winds, mediated by sea-ice cover. We describe these processes as they control Beaufort Gyre dynamics in the next section.

7 The Beaufort Gyre

The anticyclonic Beaufort Gyre, with a diameter around 800 km, dominates the Canadian Basin circulation. It is characterized by typical speeds in the upper water column of several cm/s (McPhee, 2013; M. Zhao et al., 2018); water parcels at the gyre periphery take roughly 2 years to complete a revolution. The Beaufort Gyre has been much more intensively studied than the Transpolar Drift Stream, in part because it is the largest reservoir of fresh water in the Arctic Ocean (e.g., L. K. Coachman, 1969; A. Proshutinsky, Dukhovskoy, Timmermans, Krishfield, & Bamber, 2015; A. Y. Proshutinsky & Johnson, 1997; Worthington, 1953). The presence of upper-ocean fresh water allows for the persistence of sea ice because the associated stratification acts as a barrier to upward heat
transport (e.g., Aagaard, Coachman, & Carmack, 1981). Further, the release of Beaufort Gyre fresh water may affect climate dynamics in the North Atlantic by changing the stratification there (e.g., Belkin, Levitus, Antonov, & Malmberg, 1998). Mixed-layer salinities are freshest in the Beaufort Gyre center, the result of surface Ekman convergence of fresh water deriving from river discharge, net precipitation and sea-ice melt, and there is a surface gradient towards higher salinities away from the center (Figure 2a). The Beaufort Gyre center (characterized by a maximum in sea-surface height and maximum depth of halocline density surfaces, Figures 3, 9 and 10) generally coincides with the atmospheric Beaufort High center and its intensity is associated with the strength of the wind-stress curl, Figure 2c (e.g., Armitage et al., 2017; L. K. Coachman, 1969; A. Proshutinsky et al., 2009; A. Y. Proshutinsky & Johnson, 1997).

Related to the accumulation and release of Beaufort Gyre fresh water, A. Y. Proshutinsky and Johnson (1997) put forward that there are two regimes of atmospheric circulation over the Arctic Ocean – one in which the Beaufort High atmospheric pressure dominates (an anticyclonic regime), and the other in which the Icelandic Low pressure system is expanded and dominates (a cyclonic regime). These regimes shift from one to another on a timescale of around 5 - 7 years, although the precise mechanism for this shift is unclear (A. Proshutinsky et al., 2015). Observations and numerical experiments suggest that during an anticyclonic regime, the Beaufort Gyre accumulates fresh water, and during a cyclonic regime, it can be released to exit the Arctic Ocean into the North Atlantic (A. Proshutinsky, Bourke, & McLaughlin, 2002). Only since the early 2000s have we had sufficient year-round observations of the coupled atmosphere-ice-ocean system to build up a deeper understanding of the relationships between atmospheric forcing and Beaufort Gyre fresh water. For example, the accumulation of fresh water requires the availability of fresh water (e.g., sea-ice melt water or river influxes) to coincide with atmospheric forcing that drives Ekman convergence in the surface ocean layer. A. e. a. Proshutinsky (2019) show that the dominant contributions to recent fresh water accumulation in the Beaufort Gyre have been Pacific Water inflows through Bering Strait and fresh water from the Mackenzie River; changes to either could yield changes in Beaufort Gyre fresh water content even while the atmospheric forcing remains the same. We re-visit changes in Beaufort Gyre fresh water in Section 8.
7.1 Potential vorticity and ventilation

The field of potential vorticity is useful for understanding the large-scale circulation of the Beaufort Gyre. Just as low Rossby number barotropic flow associated with the Atlantic Water is steered by \( f/H \) contours, the flow on density surfaces in the Beaufort Gyre’s stratified halocline follows \( f/h \) contours where \( h \) is the vertical distance between two density surfaces whose density difference is \( \delta\sigma \). We then define the potential vorticity \( q = (\delta\sigma/\rho_0)(f/h) \). The possible geometry of \( q \) contours is shown schematically in Figure 8 (blue contours). A closed \( q \) contour suggests that water can circulate around the contour without having its potential vorticity reset. If, instead, \( q \) contours thread back to density outcrops at the surface, ventilation is possible in which fluid flowing along these contours enters/exits the halocline from/to the surface mixed-layer. In this way, inspection of the field of potential vorticity allows one to distinguish between waters that are relatively isolated from the surface and those that are ventilated.

We select the layer defined by \( \sigma = 25 - 27.4 \text{ kg m}^{-3} \) to represent the main halocline (Figure 3b,c). In the central basins its top surface is consistently below the mixed layer so that it is not subject to seasonally-varying surface buoyancy and wind forcing (Figure 9a). The layer is characterized by a potential vorticity minimum in the central Beaufort Gyre, and a potential vorticity maximum (higher stratification, a consequence of surface Ekman transport towards the Beaufort Gyre) approximately paralleling the Lomonosov Ridge at the front between Canadian and Eurasian Basin water, i.e., the Atlantic-Pacific boundary described in Section 6 (Figure 9b). The outcrop of the layer can be seen at the margins of the Beaufort Gyre, where there is a surface front between saltier Chukchi Sea water and relatively fresh Beaufort Gyre water (see Figure 2a), and in the Eurasian Basin. We see that \( q \) contours in the halocline layer thread to the outcrop in the Chukchi Sea indicating ventilation (Figure 9b). This supports the idea that the halocline layer is ventilated by waters whose temperature and salinity properties are set at the surface. Timmermans et al. (2014) and Timmermans, Marshall, Proshutinsky, and Scott (2017) argue that the Beaufort Gyre is ventilated by water that is transferred from the surface in the Chukchi Sea region down and laterally into the halocline by wind-driven Ekman pumping and the large-scale geostrophic circulation. The process is analogous to mid-latitude thermocline ventilation (e.g., Iselin, 1939; Luyten, Pedlosky, & Stommel, 1983; H. M. Stommel, 1979). In this way Pacific Water is swept into the Beaufort Gyre such
that it penetrates and ventilates the entire interior Canada Basin halocline where Pacific Water layers reside beneath the surface mixed layer (see Timmermans et al., 2014).

We note here that, prior to Pacific Water ventilation of the interior Canada Basin halocline, Pacific Water inflows en route to the northern Chukchi Sea/Canada Basin shelf slope are observed to follow a circuitous and highly temporally-variable pathway, strongly influenced by regional wind forcing and modified by intense local buoyancy forcing (see e.g., Pickart et al., 2019; Weingartner et al., 2005). A major portion of Pacific Water that enters through Bering Strait is advected through Barrow Canyon (at the northeast boundary of the Chukchi Sea where it meets the Canada Basin), with more than half of this then transported west in the Chukchi Slope Current (Spall et al., 2018).

As a consequence of its ventilation, the halocline of the Beaufort Gyre is characterized by two stratification maxima (Figures 3b and 10c). The first and shallowest corresponds to the mixed-layer base and is maintained by sustained surface Ekman convergence of fresh water. The second peak in the stratification around 200 m depth is at the base of the Pacific Winter Water Layer (Figure 10b,c), and is thought to originate at the surface in the Chukchi Sea and ventilate the region in winter (Timmermans et al., 2017, 2014). Deeper down, waters from the cyclonic Atlantic Water boundary current are carried into the interior of the Canada Basin by thermohaline intrusions and eddies (F. A. McLaughlin et al., 2009). Below the Atlantic Water Layer, the deep and bottom waters share the same large-scale circulation patterns, although are much weaker in strength than the overlying anticyclonic circulation (see Dosser & Timmermans, 2018; M. Zhao et al., 2018).

There is a vast store of available potential energy in the Beaufort Gyre halocline that is susceptible to baroclinic instability. The basic state isopycnals indicate a change in sign with depth of the horizontal potential vorticity gradient satisfying the necessary criterion for baroclinic instability (Figure 10d). If the planetary potential vorticity gradient is negligible, the sign of the interior meridional background potential vorticity gradient may be determined by the sign of the meridional isopycnal layer thickness gradient. In the schematic representation of the Beaufort Gyre, the horizontal potential vorticity gradient changes sign between the layers shown, indicating how the gyre may be baroclinically unstable (Figure 10d). The observed energetic eddy field (Figure 10e) and predicted scales and growth rates (Section 4.2 and Figure 4) suggest that the gyre is in-
deed baroclinically unstable, with important implications for its dynamics, as we now discuss.

7.2 Fundamental dynamics of the Beaufort Gyre

Fundamental dynamics of the Beaufort Gyre differ from mid-latitude wind-driven gyres which are characterized by a Sverdrup interior and frictional balance at western boundary currents (Munk, 1950; H. Stommel, 1948). It appears that the dynamics of the Beaufort Gyre have much in common with the dynamics of the Antarctic Circumpolar Current (ACC). Meridional barriers are also absent in the Southern Ocean and mesoscale eddy transfer is key to satisfying large-scale budgets of the ACC (see Marshall & Radko, 2003). Residual-mean theory is central to understanding the dynamics of such systems.

7.2.1 Residual-mean theory

We consider the Beaufort Gyre as a system in which the prevailing winds pump fresh water into the interior of the gyre, thickening halocline layers. This process is balanced by mesoscale eddy fluxes (i.e., bolus fluxes) that reduce thickness variations. The total transport in an isopycnal layer (due to the mean flow $\mathbf{v}$ plus transport by eddies) is known as the residual-mean (as reviewed by, e.g., Andrews, Leovy, & Holton, 1987) defined by

$$
\frac{\mathbf{v}}{h} = \frac{\mathbf{v}}{h} + \frac{\mathbf{v}'h'}{h},
$$

(9)

where $h$ is the thickness of a density layer, overbars denote an average and primes departures from that average. The residual-mean transport through a layer has a component in addition to the Eulerian mean because there can be correlations between the lateral flow and the thickness of the layer, leading to a significant bolus transport, $\mathbf{v}'h'$. In the ACC, for example, bolus fluxes are significant and residual and Eulerian transports differ greatly from one-another, a fact that has fundamental implications for our understanding of its dynamics (see the review by Marshall & Speer, 2012). This is also true for the Beaufort Gyre (G. E. Manucharyan, Spall, & Thompson, 2016; Meneghello et al., 2017; Yang, Proshutinsky, & Lin, 2016).

Meneghello et al. (2017) show that observations are consistent with the large-scale wind-driven Ekman transport integrated over the Beaufort Gyre being largely balanced.
by eddy fluxes (i.e., the left hand side of equation (9) is a residual of the terms on the right hand side which tend to cancel one-another). They consider the zero residual-mean limit (analogous to studies to understand Southern Ocean dynamics, e.g., Marshall & Radko, 2003) and test whether the Eulerian-mean circulation can balance the bolus transport by eddies. Introducing an eddy diffusivity $K_D$ to characterize eddy transport (as in Gent & Mcwilliams, 1990), a zero residual-mean balance yields

$$K_D = \frac{1}{\rho_0 f_0} \frac{\iint \nabla \times \tau_s dA}{\iint \nabla^2 h dA},$$

where $h(r)$ refers to the depth of an isopycnal in the stratified Beaufort Gyre, and $\tau_s$ is the stress on the surface ocean, influenced by the presence of sea-ice cover (we discuss the role of sea ice shortly). The integrals are over an area enclosed by a particular geopotential height contour in the ($r,z$) plane. The numerator of (10) represents the area integrated Ekman pumping and the denominator can be considered as the balancing thickness flux. As described in Section 4.2, mooring measurements of velocity in the Beaufort Gyre allow for observational estimates of $K_D$ invoking a mixing length theory. The magnitude and vertical structure of these estimates are in rough agreement with values inferred from (10) as shown by Meneghello et al. (2017). This suggests that in the Beaufort Gyre, eddy fluxes may be sufficient to balance Ekman pumping leading to a small residual-mean flow. We note that (10) yields the scaling for the depth of the halocline:

$$h \sim \frac{R\tau_s}{\rho_0 f_0 K_D},$$

where $R$ is an estimate for the radius of the gyre. Taking typical values for these parameters ($R = 400$ km, $\tau_s = 0.5 \times 10^{-2}$ N m$^{-2}$, $f = 10^{-4}$ s$^{-1}$, and $K_D = 400$ m$^2$ s$^{-1}$), gives $h \approx 50$ m, broadly in accord with the depth scale of the upper halocline and Figures 3c and 10c (see e.g., Meneghello et al., 2017). This is the same as the scaling for the vertical scale of the ACC discussed by Marshall and Radko (2003) and the same dynamics are at work.

The axisymmetric model described above, although highly instructive, cannot capture important asymmetries induced by topographic effects. Notably, the west side of the southern Canada Basin is bounded by the steep Northwind Ridge; the ridge has a slope of more than 10 degrees in places from the abyssal plain of the Canada Basin (around 3800 m deep) to the Chukchi Borderland and Northwind Abyssal Plain regions, shallower than 1000 m in parts (Jakobsson et al., 2008, 2012). This prominent topographic fea-
ture may affect the symmetry of the gyre, and its susceptibility to baroclinic instability (e.g., G. Manucharyan & Isachsen, 2019).

7.2.2 Wind forcing mediated by sea ice

In the absence of sea ice there is a direct relationship between the wind-stress acting on the ocean and the associated Ekman pumping. In the presence of sea ice, however, wind applies stress to the ice which, less the lateral stresses within the ice, applies stress to the ocean. Moreover, the strength and sign of Ekman pumping in the surface ocean can be influenced by geostrophic ocean currents moving against the sea ice (Dewey et al., 2018; Meneghello, Marshall, Campin, Doddridge, & Timmermans, 2018; Meneghello, Marshall, Timmermans, & Scott, 2018). Consider, for example, a situation in which the Arctic Ocean is almost completely ice covered in winter and internal lateral stresses in the ice pack are sufficiently large that the sea-ice motion in response to the prevailing anticyclonic wind forcing is small. At the same time, there is a persistent ocean geostrophic flow of the anticyclonic Beaufort Gyre acting against the near-motionless sea ice. This gives rise to Ekman divergence in the surface ocean layer and upwelling from the interior. Meneghello, Marshall, Timmermans, and Scott (2018) show that this upwelling each winter greatly reduces the annual cumulative Ekman downwelling from the value it would have had in the ice-free case; observations of ocean geostrophic flow, winds and sea-ice drift indicate that cumulative Ekman downwelling can be up to 80% lower than an inferred value that neglects the presence of ice. Meneghello, Marshall, Campin, et al. (2018) describe how this effect acts as a self-regulator, which they call the ice-ocean stress governor, and which sets the speed of the Beaufort Gyre. As the gyre increases in speed in response to sustained anticyclonic wind forcing, and/or sea-ice drift slows in winter when internal ice stresses increase, ocean currents ultimately reach ice speeds and the surface stress on the ocean shuts off. In this way, the ice-ocean stress governor can equilibrate the gyre, which implies a limit on freshwater accumulation. This is another example of the internal system dynamics arranging to “turn off” the residual flow and the forcing thereof. The implications for the future Arctic, where ice will likely be absent in summer and more mobile in winter, are discussed in the next section.
8 Arctic Ocean variability, climate change and future perspectives

The rapid changes that are underway in the Arctic compel an assessment of how Arctic Ocean dynamics might fundamentally change in the future. One conspicuous scenario to consider is a seasonally ice-free Arctic Ocean, with no sea ice for part of the summer/fall and a thinner, more mobile sea-ice pack in winter/spring. How will Arctic oceanography be different in this regime? Here, we contemplate two aspects of such a change; the first relates to ocean heat storage and the second relates to fresh water content and energetics of the large-scale circulation.

8.1 Changing ocean heat storage

In recent decades, a general warming of the upper Arctic Ocean has been widely documented in observations (e.g., E. Carmack et al., 2015; I. V. Polyakov et al., 2017; Timmermans, Toole, & Krishfield, 2018). Linear trends indicate summer mixed-layer temperatures increasing at about 0.5°C per decade over 1982-2018 in large areas of the Arctic Ocean that are ice-free in summer (Timmermans & Ladd, 2019). Increasing mixed-layer temperatures predominantly result from increased summertime solar absorption into the surface ocean that is associated with sea-ice losses and decreased Arctic Ocean albedo; the ice-albedo feedback mechanism has been a dominant factor of recent sea-ice losses (D. K. Perovich & Richter-Menge, 2009). Further, the heat absorbed by the surface ocean has implications that persist beyond the melt season. Timmermans (2015) showed that in the Canadian Basin, the excess heat absorbed by the surface ocean can lead to sea ice that is 25% thinner at the end of the growth season. Similar estimates apply for the region to the northeast of Svalbard, where observations indicate a delayed onset of freezing that follows excess solar absorption by the oceans (V. Ivanov et al., 2016).

Heat advected from the Pacific Ocean is also increasing, and has been implicated in triggering the ice-albedo feedback mechanism in the Chukchi Sea (Woodgate et al., 2010), which has experienced the fastest rate of sea-ice decline in the summer months in the entire Arctic Ocean (Comiso, 2012; M. C. Serreze, Crawford, Stroeve, Barrett, & Woodgate, 2016). Heat transport from the Pacific Ocean through Bering Strait increased by 60% during 2001-2014, from around 10 TW in 2001 to 16 TW in 2014; this was attributed to increases in both volume flux and temperature (Woodgate, 2018; Woodgate, Stafford, & Prahl, 2015).
Some of the additional ocean heat in the Chukchi Sea, that derives both from excess solar absorption as a consequence of reduced sea-ice cover, and increased advection from the Pacific Ocean, is accumulated and stored within the Beaufort Gyre halocline, away from the influence of surface-ocean buoyancy fluxes and wind-driven mixing. As described in Section 7.1, anomalously warm waters at the surface in the Chukchi Sea are saltier (and therefore more dense) than the fresher, cooler waters at the surface in the interior Beaufort Gyre, and there is a surface front between the two water types (approximately at the $\sigma = 25$ kg m$^{-3}$ outcrop in the southwest Beaufort Sea, see Figure 9); the denser (warmer) water type ventilates the Beaufort Gyre halocline. In the interior Beaufort Gyre, Pacific Water Layer maximum temperatures increased by about 0.5°C between 2009 and 2013 (Timmermans et al., 2014), and integrated heat content in the warm Pacific Water Layer approximately doubled over the period 1987-2017 (Timmermans, Toole, & Krishfield, 2018). The amount of additional heat is enough to melt almost 1 m of sea ice should it reach the surface. Understanding the fate of this stored heat is the subject of ongoing research.

It may be expected that under seasonally ice-free conditions (i.e., open water for longer periods each summer in the Chukchi Sea), intensified solar absorption by the ocean should continue, and therefore stored ocean heat should increase. On the other hand, a different scenario may unfold. Ventilation of the Beaufort Gyre halocline relies on the presence of the surface front (where the density contrast exists because of the salinity differences) between Chukchi Sea waters and Beaufort Gyre waters. At present Arctic Ocean temperatures, the coefficient of thermal expansion $\alpha$ is small and temperature has a negligible effect on density. Therefore, although the summertime surface Chukchi Sea waters are several degrees warmer than the Beaufort Gyre surface waters, the saltier Chukchi Sea surface waters are more dense than those of the Beaufort Gyre, and the summertime solar-warmed water can continue to ventilate the Beaufort Gyre halocline. However, as warming continues, $\alpha$ will increase, and temperature will have an increasingly important influence on the density, just as it does in the mid-latitude oceans characterized by a thermocline. A possible future scenario is that the warming of Chukchi Sea waters will be sufficiently strong as to have a compensating effect on the salinity differences on density, and the front will become weaker or disappear (Timmermans & Jayne, 2016). This would shut off the Beaufort Gyre halocline ventilation, and the mechanism for the accumulation of ocean heat, during the warmest periods.
8.2 Atlantification of the Arctic

The concept and implications of polar water-masses becoming closer to those typical of mid-latitude oceans has also been explored on the Atlantic Ocean side of the Arctic. Mean Atlantic Water temperatures at Fram Strait and the Barents Sea Opening increased by around 1-1.5°C from 1980-2012 with long-term trends in volume inflow estimates difficult to infer given observation limitations (Muilwijk, Smedsrud, Ilicak, & Drange, 2018). Recent changes in the vicinity of the Atlantic Water inflow to the Arctic Ocean, including reduced sea ice, weaker stratification and enhanced Atlantic Water Layer heat fluxes further northeast into the Eurasian Basin, have been referred to as the Atlantification of the Arctic Ocean (Årthun, Eldevik, Smedsrud, Skagseth, & Ingvaldsen, 2012; Lind, Ingvaldsen, & Furevik, 2018; I. V. Polyakov et al., 2017). In the Eurasian Basin, vertical heat fluxes from the Atlantic Water Layer were estimated to be around 2-4 times larger in the 2014-2015 period compared with 2007-2008 (I. V. Polyakov et al., 2017).

The Atlantification concept alludes to the possibility of a northward progression of the warm α-oceans – North Atlantic water masses encroaching on the Arctic Ocean. Around 45°N in both the North Pacific and Atlantic (with significant east-west variability in this position), there is a transition from an upper ocean that exhibits α stratification to a β stratification at the subarctic frontal zone, where warmer, saltier surface waters to the south meet cooler, fresher surface waters to the north (Roden, 1970, 1991), Figure 1b. The exact position of the subarctic front is related to the wind field, with the front being found in the vicinity of the maximum Ekman transport convergence (Roden, 1991). While the North Atlantic subarctic front covers a much broader range of latitudes, in both the Pacific and Atlantic oceans this α–β boundary, where the local surface density is maximal (a consequence of lateral mixing and the non-linear seawater equation of state), is characterized by temperatures around 10°C (see e.g., Belkin & Levitus, 1996; E. C. Carmack, 2007), Figure 1b. Cabbeling, a process of sinking where two water masses of the same density but differing temperature and salinity mix and become more dense, is active in this frontal boundary region (see Garrett & Horne, 1978; Schanze & Schmitt, 2013).

As mentioned in Section 3, the α–β stratification boundary is of importance to climate in that it establishes the southern extent of winter sea ice cover. Sediment core proxy data suggest significant changes in the position of the subarctic front over the Holocene.
(Moros, Jansen, Oppo, Giraudeau, & Kuijpers, 2012; Perner et al., 2018), and much further back in the climate record, where the shifting influence of Atlantic and Polar Water types is related to changes in sea-ice extent (e.g., Stein, Fahl, Gierz, Niessen, & Lohmann, 2017). During the last major interglacial period (~130,000 and 80,000 years ago, characterized by conditions warmer than today), Arctic sea ice biomarker proxy records and modeling suggest the Barents Sea was ice free for much of the year under the strong influence of inflowing Atlantic Water (Stein et al., 2017). The Barents Sea has been an increasingly dominant region of winter sea-ice loss in recent decades, largely resulting from increased Atlantic Water heat transport into the region (Smedsrud et al., 2013).

Climate model ensemble means (under continued increasing emissions) show a sustained incursion of Atlantic Water (marked by contours of the 1°C isotherm at 200 m depth in Figure 12 of Árthun et al. (2019)), from its present location in the vicinity of Fram Strait and the Barents Sea, (see e.g., Barton, Lenn, & Lique, 2018) to almost paralleling the Lomonosov Ridge in the 2070s such that warm Atlantic Water fills the entire Eurasian Basin (Árthun et al., 2019). The main effect of this is a decrease in winter sea-ice thickness, by around 1.2 m between the 2010s and 2070s; average ocean-to-ice heat fluxes increase from around 0.5 W m⁻² to 5 W m⁻² in the Eurasian Basin between these two periods. Increased Atlantic Water influence is likely to be a major player in the march towards a seasonally-ice-free Arctic Ocean. A potentially relevant feedback is increased mixing within the Arctic (discussed next) driving increased Atlantic Water influxes.

8.3 Sea-ice loss and ocean mixing levels

Loss of sea ice is not only linked to a build-up of ocean heat in the Arctic (and the indirect dynamical effects of this) but also has direct dynamical influences on the ocean. First, as implied in Section 4, wind-driven momentum input and therefore mixing levels are expected to increase under continued sea-ice losses and the absence of the buffering effects of sea-ice cover. While no studies have shown an increasing trend in Arctic Ocean mixing levels (it may be that sufficient data are not yet available), future conditions may be inferred from observations of more energetic inertial motions in the upper water column when sea-ice concentrations are lower (e.g., Plueddemann, Krishfield, Takizawa, Hatakeyama, & Honjo, 1998). Mooring observations indicate that upper water-column inertial wave energy levels in the absence of sea ice can be as large as mid-latitude
levels (Rainville & Woodgate, 2009). Increased mixing will likely drive larger vertical heat fluxes (D’Asaro & Morison, 1992), causing further sea-ice melt. On the other hand, it may be that increased wind-driven momentum input does not lead to higher mixing levels because sea-ice losses are concurrent with increased halocline stratification, which suppresses mixing.

Stratification increases, linked to freshening of the surface ocean (where fresh water originates from river influxes, land-ice melt, net precipitation, sea ice growth/melt, and northwards advection of mid-latitude waters), can inhibit convective and shear-driven mixed-layer deepening and suppress turbulent diapycnal diffusivities in the halocline. These processes regulate vertical heat transfer between the ocean interior and the surface. Arctic Ocean mixed-layer depths are typically around 25 to 50 m in winter and around 5-30 m in summer (e.g., Peralta-Ferriz & Woodgate, 2015; J. M. Toole et al., 2010). Between 1979 and 2012, central Arctic Ocean observations indicate a mixed layer shoaling of 0.5 to 1 m yr$^{-1}$ (Peralta-Ferriz & Woodgate, 2015). Complicating the inferred consequences of this, Rainville, Lee, and Woodgate (2011) point out that the presence of thinner mixed layers can lead to more effective wind-driven momentum transfer to the ocean layers below; faster mixed-layer currents are generated because the same energy input is distributed over a thinner layer.

In recent decades, the Arctic shelf seas (e.g., the East Siberian, Laptev, Chukchi, Kara and Barents seas) have seen freshwater decreases (Armitage et al., 2016). For example, freshwater content in the top 100 m of the northern Barents Sea decreased by about 1/3 between 1970-1999 and 2010-2016 (Lind et al., 2018). Mixed-layer deepening trends have been observed in these marginal regions in the past few decades, attributed to winds driving surface fresh water offshore (Peralta-Ferriz & Woodgate, 2015), and weakening stratification associated with Atlantification (I. V. Polyakov et al., 2017). The state of halocline strength and structure, and therefore mixing levels, in the coming decades will depend on the combined evolution of fresh water availability and its dynamical redistribution by winds, modified to varying degrees by sea ice depending on season and region.
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8.4 Changes in fresh water storage

Between 1992 to 2012 Arctic Ocean total freshwater content (integrated fresh water relative to a salinity of 34.8) increased at a rate of around $600 \pm 300 \text{ km}^3 \text{ yr}^{-1}$; about two-thirds has been attributed to salinity decreases, with the remainder a result of a thickening of the freshwater layer (E. C. Carmack et al., 2016; T. W. N. Haine et al., 2015; Rabe et al., 2014). The most comprehensive in-situ hydrographic measurements are from the Beaufort Gyre region where observations indicate an overall increase in total freshwater content by almost 40% since the 1970s (from around $17 \times 10^3 \text{ km}^3$ to $23.5 \times 10^3 \text{ km}^3$ in 2018) (A. Proshutinsky, Krishfield, & Timmermans, 2019; A. e. a. Proshutinsky, 2019). Such increases are associated with the strengthening of the Beaufort Gyre responding to anticyclonic wind forcing over the Canadian Basin, freshwater accumulation from sea ice melt, increasing freshwater flux through Bering Strait and greater influence of Mackenzie River water (R. A. Krishfield et al., 2014; A. Proshutinsky et al., 2015; A. e. a. Proshutinsky, 2019).

Anticipating the fate of Arctic fresh water as it is influenced by, and influences, sea-ice losses (via setting the stratification and regulating wind-energy input) is a priority for future climate projections. Currently the Beaufort Gyre is subject to sustained wind forcing, with eddy fluxes and particularly the ice-ocean stress governor playing a role in equilibrating the gyre and its freshwater content (Meneghello, Doddridge, Marshall, Scott, & Campin, 2020). A future, seasonally ice-free Beaufort Gyre, with a corresponding thinner, more mobile winter sea-ice pack, would be characterized by a much less effective ice-ocean stress governor. Recent increases in Beaufort Gyre freshwater content may in part already be a manifestation of a less effective ice-ocean stress governor under recent sea-ice losses. Anticyclonic wind forcing balanced only by eddy fluxes will likely yield an equilibrium freshwater content that is larger, with a deeper halocline. That said, the new equilibrium may be uncertain given the changing fresh water availability (e.g., increased net precipitation, see Vihma et al., 2016) and topographic influences on gyre stability (that change with positional shifts in the gyre center).

Predicting future prevailing wind forcing is also a major source of uncertainty in understanding the fate of fresh water. A weakening of the Beaufort High and dominance of the Icelandic Low will favor freshwater release, which may also be accompanied by a greater volume of Atlantic Water. For example, coupled modeling comparing the time
periods 1979-88 and 1989-96 indicates a reduced Beaufort Gyre in the later period, a manifestation of a weakened Beaufort High and an expansion of the Icelandic low pressure system (Zhang, Rothrock, & Steele, 1998). Accompanying these changes is an increased penetration of Atlantic Water into the Arctic Ocean in the later period, and increased Polar Water outflow (i.e., an intensified East Greenland Current associated with fresh water release from the Beaufort Gyre). These changes are also evidenced in observations. Morison et al. (1998) analyze 1993 hydrographic observations that show increased influence of Atlantic Water/Eurasian Basin water types in the Arctic Ocean, with a shift in the position of the front between Eurasian Basin and Canadian Basin water types, which are characterized by fresher surface waters, Pacific Water influence and cooler Atlantic Waters (see also Morison et al. (2012)). Consistent with a weakening of the Beaufort High and expanded influence of the Icelandic Low, the front shifts from its previous position around the location of the Lomonosov Ridge to a position roughly paralleling the Alpha and Mendeleev Ridges; at the same time hydrographic measurements indicate a general warming of the Atlantic Water core temperatures. Morison et al. (1998) point out that the increased Atlantic sector influence (and reduced fresh water) in the Arctic Ocean persists for at least several years.

It may be that general Arctic warming and sea-ice loss will lead to a reduced Beaufort High. A reversal of the prevailing anticyclonic circulation was documented in winter 2017, for example (Moore, Schweiger, Zhang, & Steele, 2018). This was attributed to warm surface air temperatures during the previous autumn, and reduced sea ice extents which generated an intensified low over the Barents Sea and increased cyclone propagation into the Beaufort Sea region (Moore et al., 2018). Such circulation patterns could become increasingly prevalent in a warming Arctic, which would have significant implications and feedbacks with respect to fresh water fluxes out of the Beaufort Gyre region. This highlights the importance of understanding how the meteorology of the Arctic will change as it warms at a rate greater than twice the global average (see the review of Arctic amplification by M. Serreze, Barrett, Stroeve, Kindig, & Holland, 2009).

9 A framework for interpreting Arctic Ocean circulation in a changing system, and future challenges

We have provided a general description of two distinct circulation patterns in the Arctic Ocean. Relatively warm and salty Atlantic waters enter through Fram Strait and
the Barents Sea Opening, and circulate cyclonically around the Arctic basin boundaries
and within Arctic sub-basins, ostensibly under strong topographic control. Co-existing
with these arterial flows are wind-driven surface-intensified patterns driven interior to
the Arctic – the Beaufort Gyre and the Transpolar Drift Stream. The ocean is capped
by seasonally-varying sea-ice cover, with a distribution that is largely independent of to-

dographic features. Pacific Ocean and river influxes further modify surface-water prop-

Both the estuary and $f/H$-following models for Atlantic Water circulation incor-
porate key essential processes, and on their own cannot provide a complete picture. In
the estuary model, there is no role for topography within the Arctic Ocean and no al-
allowance for winds to play a dynamic role. The simplest $f/H$-following model is barotropic,
while strong stratification exists along the cyclonic pathway of the Atlantic Water. This
is particularly true in the interior Canada Basin where stratification is strongest, eddies
are active and flow is surface-intensified. Further, while bottom friction may be impor-
tant, a complete model should also take into account diabatic halocline mixing, lateral
eddy fluxes, eddy pressure anomalies at the sea-floor slope, and under-ice stresses.

There are undoubtedly complicated relationships between the arterial Atlantic Wa-
ter and stratified Arctic Ocean interior flow. Coupled ice-ocean modeling, for example,
suggests the Beaufort Gyre and Atlantic Water circulation can influence each other (e.g.,
Lique, Johnson, & Davis, 2015). For example, an intensified Beaufort Gyre (under anom-
ously strong anticyclonic wind forcing) has been found to weaken and even reverse the
Atlantic Water boundary current although the precise interactions remain unclear (Karcher
et al., 2007). At least, the structure and water-mass properties of mesoscale eddies sam-
ped within the Beaufort Gyre indicate efficient eddy fluxes from the Atlantic Water bound-
ary current (and overlying Eurasian Basin halocline water types) to the Beaufort Gyre
(Carpenter & Timmermans, 2012; M. Zhao & Timmermans, 2015).

The community has built up a consistent description of the wind-driven Beaufort
Gyre circulation and dissipation processes – both ocean-ice stresses and baroclinic eddy
activity play key roles in balancing wind forcing – yet many open questions remain. One
major understanding gap is that adjustment timescales for the Beaufort Gyre and upper-
ocean response to wind forcing in the Eurasian Basin are not well known. These will be
essential to constrain if we are to make viable assessments about how the Beaufort Gyre
will change with further sea-ice decline, the fate of freshwater, stratification and mixing processes, and how the fundamental dynamics will change with continued warming to a scenario where the dynamical influence of temperature will be more important.

While conceptual models provide the context in which to contemplate the Arctic’s changing dynamics as the Earth warms, we require continued exploration of novel ways to make use of atmosphere-ocean-sea-ice coupled general circulation models to probe the Arctic system response to external drivers (as described by, for example, Johnson, Cornish, Kostov, Beer, & Lique, 2018; Marshall, Scott, & Proshutinsky, 2017; Mulwijk et al., 2019). These modeling efforts require constraints provided by sustained observations. Many gaps in our understanding exist because of the obstacles to acquiring sufficient measurements. While satellite remote sensing of ocean properties, including the meso- and smaller-scale flow field (and eddy kinetic energy) will continue to become more effective as sea ice declines, sea-ice cover will continue to remain an impediment for much of the year. Although sea ice can be a barrier to sustained remote and in-situ Arctic Ocean observing, sensors mounted in sea ice have provided invaluable measurements of the Arctic atmosphere-ice-ocean system (see the review by Timmermans, Krishfield, Lee, & Toole, 2018). However, there remain challenges of observing and quantifying ice-ocean stresses and eddy fluxes in the upper ocean, which we know to be critical in the dynamical balances. High spatial and temporal resolution measurements in the ice-ocean boundary layer are generally only possible through the use of sea ice as a platform from which to sample (and these are therefore Lagrangian measurements). Further, year-round measurements in the boundary layer are currently not practical because seasonal sea-ice growth and dynamical ridging processes can compromise deployment. For this same reason, moored sensors must be placed deeper than a couple of tens of meters below the ice-ocean interface to avoid the possibility of being damaged by deep ice keels drifting past.

Year round measurement of the Arctic basin boundary regions (including its marginal seas) also remains a critical observational gap. As we have seen, these regions are characterized by the smallest flow scales and highest eddy kinetic energy. In addition, basin boundaries are the pathways for river influxes, Atlantic and Pacific inflows and boundary currents, and are the ocean regions with the strongest summertime solar warming. However, characterizing year-round dynamics and variability there is challenging for both political reasons (i.e., observing in Exclusive Economic Zones) and environmental rea-
sons (i.e., ocean and sea-ice flows in boundary regions are exceptionally dynamic and de-
structive and exhibit strong seasonal variability). A range of observing approaches will be required to provide new observations in under-ice boundary layers and in the impor-
tant basin margins – observations which will be vital to guide and constrain theoreti-
cal and modeling analyses to better understand the ocean’s changing dynamical balances.
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Figure 1. a) Map showing the main geographic features of the Arctic Mediterranean; the inset shows the Arctic Ocean in detail. 1000 m and 3500 m bathymetric contours are shown and numbers refer to 1. Bering Strait, 2. Fram Strait, 3. Barents Sea Opening, 4. Greenland-Scotland Ridge, 5. Denmark Strait, 6. Lancaster Sound, 7. Davis Strait. The red line marks the section shown in b) (top) Potential temperature (°C) and (bottom) salinity sections from the Pacific Ocean (left), through the Arctic Ocean to the Atlantic Ocean (right). Data are from the World Ocean Database (WOD18), all data in the period 2005-2017 (Boyer, 2018), compiled as the World Ocean Atlas (WOA18) (Garcia et al., 2019).
Figure 2. Maps of a) sea-surface salinity (WOD18, 2005-2017) [color] and March average sea-ice motion [white vectors] for the period 2005-17 from the Polar Pathfinder Daily 25 km EASE-Grid Sea Ice Motion Vectors data set available at the NASA National Snow and Ice Data Center Distributed Active Archive Center (Tschudi et al., 2016); b) August mean sea-surface temperature (°C) from the NOAA Optimum Interpolation (OI) SST Version 2 product (OISSTv2), which is a blend of in situ and satellite measurements (Reynolds et al., 2007); c) annual average surface wind stress [black vectors] and wind-stress curl (2005-17) [color] from NCEP/NCAR Reanalysis Monthly Means (Kalnay et al., 1996); d) Mean ocean geostrophic flow (cm/s) estimated for 2003-2014 from satellite-derived dynamic topography, where data are provided by the Centre for Polar Observation and Modelling, University College London (Armitage et al., 2017). In panel b), thick gray contours indicate the 10°C isotherm, white shading is the August 2018 mean sea ice extent, and the black line indicates the median ice edge for August 1982-2010. Sea ice extent data are from NSIDC Sea Ice Index, Version 3 (Fetterer et al., 2017).
Figure 3.  a) Depth of the $\sigma=27.4 \text{ kg m}^{-3}$ isopycnal. b) Example salinity, potential temperature ($^\circ\text{C}$) and buoyancy frequency ($N^2, \text{s}^{-2}$) profiles, and corresponding potential temperature-salinity plot (from Ice-Tethered Profilers) from March 2010 in the Canada Basin (green profiles corresponding to the green marker in panel a) and Eurasian Basin (blue profiles, blue marker). The top $x$-axis in the left panel indicates the corresponding density and horizontal dashed lines mark the depths of $\sigma=25 \text{ kg m}^{-3}$ and $\sigma=27.4 \text{ kg m}^{-3}$ in the Canada Basin. The inset on the potential temperature profile shows the double-diffusive staircase structure. Grey contours in the right panel are isopycnals (kg m$^{-3}$) and the grey dashed line is the freezing line (referenced to zero pressure). c) Sections of (top) potential temperature ($^\circ\text{C}$) and (bottom) salinity from the Chukchi Sea (left) to the Eurasian Basin (right) along the black line shown in panel a). Data in a) and c) are from WOD18, 2005-2017.
Figure 4. a) First baroclinic Rossby radius of deformation (km, computed from hydrographic climatology: WOD18, 2005-2017) following the method outlined by Chelton et al. (1998). b) An approximate Eady timescale $\omega^{-1}$ (days) calculated from (1) (see Tulloch et al., 2011) using the thermal wind shear estimated from the WOD18 climatology. 1000 m (black) and 3500 m (grey) bathymetric contours are shown.
Figure 5. Maps of Atlantic Water potential temperature maximum (°C) for a) the Arctic Ocean and b) the sector bounded by the thin dotted black lines in a). Bathymetric contours in b) are in intervals of 500 m; the deepest contour shown is 3500 m. Sections of potential temperature (°C, colors) and salinity (contours) c) across Fram Strait from west to east along 80°N (thick dotted line shown in panel a; cooler, fresher water in the west flows south, while the warmer, saltier water to the east flows north, entering the Arctic Ocean from the Nordic Seas) and d) along the 1000 m isobath moving cyclonically around the Arctic Basin with letters A-E corresponding to their locations marked in panel a. Data are from WOD18, 2005-2017.
Figure 6. a) Schematic of an idealized 2-layer estuary (see Stigebrandt, 1981, his Figure 2). The upper layer constitutes Polar Water that flows from the Arctic Ocean to the Nordic Seas on the left side of the diagram, while the lower layer is renewed by Atlantic Water inflowing from the Nordic Seas to the Arctic Ocean. Mixing and entrainment of Atlantic Water into the upper layer drives the Atlantic Water inflow. b) Solutions to the system of equations (2)-(6): Upper layer thickness $H_1$ (top), upper layer salinity $S_1$ (middle) and Atlantic Water volume influx $Q_2$ (bottom) as functions of net freshwater input $Q_f$. Parameter values chosen for the calculations are given in the text, and solutions are shown for two different values of the mixing rate: $u_*=0.55$ cm s$^{-1}$ (solid lines) and $u_*=0.45$ cm s$^{-1}$ (dashed lines). For a fixed value of $Q_f$, larger mixing gives rise to a thicker, saltier upper layer exiting the Arctic Ocean, and a larger Atlantic Water volume influx $Q_2$ (see Rudels, 1989; Stigebrandt, 1981).
Figure 7.  a) Annual average Ekman pumping (m/s, 2005-17) [color] and a selection of closed $f/H$ contours; $f/H$ contours effectively coincide with bathymetric contours at these latitudes. Black (magenta) contours enclose an area for which the area-integral of wind-stress curl is positive (negative). b) Area-integrated Ekman pumping per contour length (m$^2$s$^{-1}$) vs. area enclosed by the contour (m$^2$) for the contours shown in panel a (markers correspondingly outlined by black and magenta). Marker colors indicate the depth of the contours. See Nøst and Isachsen (2003), their figures 13 and 14.
Figure 8. Plan-view schematic showing the main features of a wind-driven model of the circulation. $f/H$ contours are shown in black with the direction of circulation along the contour governed by the sign of the wind-stress curl integrated over the area enclosed by the contour. The blue patch depicts the dominance of anticyclonic wind-stress curl in the Arctic Ocean (specifically the Beaufort Gyre region), and the red patch depicts the cyclonic wind-stress curl that dominates in the Nordic Seas. Blue contours indicate lines of constant potential vorticity for a layer bounded by two isopycnals (the section view shown in the inset shows isopycnals in blue). The blue dashed line indicates where the isopycnal bounding the top of the layer outcrops the surface, as shown in the inset schematic.
Figure 9. a) Depth of the $\sigma=25 \text{ kg m}^{-3}$ isopycnal. b) Potential vorticity $(\text{m}^{-1}\text{s}^{-1})$ of the $\sigma=25 - 27.4 \text{ kg m}^{-3}$ layer estimated by $f\delta \sigma/(h \rho_0)$, where $\delta \sigma$ is the density difference between the two density surfaces separated by a vertical distance $h$. The thick black contours indicate the $\sigma=25 \text{ kg m}^{-3}$ outcrop.


Figure 10. a) Depth of the $S=34$ isohaline from the 2015 Beaufort Gyre hydrographic expedition; CTD station locations are indicated by black dots. Sections from 2015 CTD data of b) potential temperature ($^\circ$C, colors) and salinity (black contours) and c) buoyancy frequency ($N^2$, $s^{-2}$) from south (left) to north (right) along the blue line shown in panel a). d) Schematic cross section of the Beaufort Gyre where black lines represent isopycnals and colors represent temperature (blues, cold and oranges, warm); a layered configuration is shown to approximate the continuous stratification of the Beaufort Gyre, while the grey contour represents a typical stratification profile; grey dashed lines mark the base of the mixed layer. e) Depth-time section of potential temperature ($^\circ$C, colors) and salinity (black contours) from an Ice-Tethered Profiler (ITP) that sampled in the Canada Basin in 2014-2015 along the green drift track shown in a), where the ITP drifted from north (August 2014) to south (May 2015).
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