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Abstract14

The seasonal ice zone around both the Arctic and the Antarctic coasts is typically15

characterized by warm and salty waters underlying a cold and fresh layer that insulates16

sea-ice floating at the surface from vertical heat fluxes. Here we explore how a mesoscale17

eddy field rubbing against ice at the surface can, through Ekman-induced vertical mo-18

tion, bring warm waters up to the surface and partially melt the ice. We dub this the19

‘Eddy Ice Pumping’ mechanism (EIP). When sea-ice is relatively motionless, underly-20

ing mesoscale eddies experience a surface drag that generates Ekman upwelling in an-21

ticyclones and downwelling in cyclones. An eddy composite analysis of a Southern Ocean22

eddying channel model, capturing the interaction of the mesoscale with sea-ice, shows23

that within the compact ice zone, the mixed layer depth in cyclones is very deep (∼ 50024

m) due to brine rejection, and very shallow in anticyclones (∼ 20 m) due to sea-ice melt.25

This asymmetry causes ‘EIP’ to warm the core of anticyclones without significantly af-26

fecting the temperature of cyclones, producing a net upward vertical heat flux that re-27

duces the mean sea-ice thickness in the region by 10 % over the course of winter and spring.28

In the following months, the sea-ice thickness recovers with an overshoot, due to strong29

negative feedbacks associated with atmospheric cooling and salt stratification. Conse-30

quently, the ‘EIP’ mechanism does not accumulate over the years, but modulates the sea-31

sonal cycle of ice within the compact ice zone.32

Plain Language Summary33

Polar oceans typically have cold water at the surface and warmer waters at depth.34

When the atmospheric temperature is cold enough, the top layer of the ocean cools to35

the freezing point, and sea-ice forms at the surface. This growth can be impeded by warmer36

waters at depth, whose heat can melt sea-ice at its base. The effectiveness of this melt-37

ing depends on the amount of heat transported from the deeper layers of the ocean up38

to the surface underneath the ice. This study explores a novel mechanism by which fric-39

tional interactions between ocean and sea-ice can increase the amount of heat delivered40

to the surface. At small scales (30 - 100 km), when the ocean rubs against relatively sta-41

tionary sea-ice, it experiences a torque that drives vertical motions in the water column.42

This brings warmer waters in contact with sea-ice, and can reduces its mean thickness43

by 10 % over the course of winter and spring. In the following months, the ice thickness44

recovers due to restoring processes, such that this mechanism does not lead to accumu-45

lated melt over the years, but changes the seasonality of sea-ice.46
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1 Introduction47

The sea-ice zone surrounding both the Arctic and Antarctic coasts is vulnerable48

to melt from underlying warm waters residing at depth. In the Arctic, the cold halocline49

layer limits upward oceanic heat fluxes to about 1 to 3 Wm−2 in the high Arctic in win-50

ter (Carmack et al., 2015) and allows multiyear sea-ice to grow several meters thick (Maksym,51

2019). In the Antarctic, however, the upper ocean is more weakly stratified, and con-52

sequently heat is readily ventilated to the surface. Typical winter ocean heat fluxes can53

reach 25 to 35 Wm−2 (Martinson & Iannuzzi, 1989), which limits the thickness of sea-54

ice to a mean of 70 to 90 cm (Worby et al., 2008). Ackley et al. (2015) measure verti-55

cal heat fluxes of about 8 Wm−2 under pack ice in the Bellingshausen Sea and 17 Wm−256

under fast ice in the Amundsen Sea, respectively, consistent with co-located sea-ice melt57

rates. With rising oceanic temperatures, the role of these vertical heat fluxes on sea-ice58

melt is likely to keep increasing, as it has in the Arctic over the last decades (Carmack59

et al. (2015), Polyakov et al. (2017)). Future changes in sea-ice coverage and seasonal-60

ity may also have a global impact through their influence on deep and bottom water for-61

mation in the Arctic (Mauritzen and Häkkinen (1997)) and Antarctic (Ohshima et al.62

(2016)), respectively.63

The coarse resolution of Global Climate Models (GCMs) limits their ability to faith-64

fully reproduce some of the fine scale physical processes responsible for vertical heat fluxes65

underneath sea-ice. These mechanisms may include double-diffusive mixing (Padman (1995),66

Timmermans et al. (2008), Sirevaag and Fer (2012)), mesoscale eddy stirring (McKee67

et al. (2019)), convection driven by brine rejection (Martinson & Iannuzzi, 1989) or in-68

teractions with the bathymetry (Muench et al., 2001), turbulence generated by ice/ocean69

drag (Ackley et al., 2015), inertial/tidal oscillations (Geiger et al., 1998), and internal70

wave mixing (Timmermans & Marshall, 2020). Over the Western Antarctic peninsula,71

McKee et al. (2019) present evidence that mesoscale eddies are responsible for deliver-72

ing warm upper circumpolar deep waters to the continental shelf, consistent with the ob-73

servations of Moffat and Meredith (2018). In the Arctic marginal ice zone (MIZ), pre-74

vious studies have highlighted the importance of ocean eddies in the processes of heat75

and mass exchanges that control the sea-ice distribution (Johannessen et al. (1987), Niebauer76

and Smith Jr. (1989)). Manucharyan and Thompson (2017) describe a process by which77

intense, but small-scale, horizontal density gradients in the MIZ can enhance vertical ve-78

locities at the submesoscale and upwell warm waters to the surface.79
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This study explores a related mechanism termed ‘Eddy-Ice-Pumping’ (EIP), by which80

frictional ice/ocean interactions at the mesoscale may intensify vertical velocities within81

eddies and drive upward heat fluxes underneath the ice. In regions where the ice con-82

centration is large enough to resist motion driven by eddies, sea-ice exerts a net drag τi83

upon the ocean surface, which opposes the eddy velocity u. As illustrated in Figure 1,84

this mechanism generates surface divergence and Ekman upwelling in anticyclones, while85

driving surface convergence and Ekman downwelling in cyclones. Given the tempera-86

ture inversion underneath the ice, one expects an advection of warm waters towards the87

ice in antiyclones (favoring ice melt), and away from the ice in cyclones (limiting melt).88

We investigate how this mechanism affects the vertical structure of eddies and the over-89

all melting rates in regions of compact sea-ice.90

The modulation of eddy vertical velocities by surface stresses has been discussed91

in the context of air-sea interactions in the open ocean (McGillicuddy et al. (2007), Gaube92

et al. (2015), Song et al. (2020)). The difference between surface winds and currents can93

drive both a monopole (Dewar & Flierl, 1987) and a dipole (Stern (1965), Niiler (1969))94

response in vertical velocities within eddies. Gaube et al. (2015) also find that Ekman95

velocities induced by sea surface temperature (SST) gradients can be significant in west-96

ern boundary currents and in the Antarctic Circumpolar Current (ACC). Depending on97

their persistence, these vertical motions can significantly influence the life-cycle, struc-98

ture and transport properties of eddies (McGillicuddy, 2016). Here, we examine the ef-99

fectiveness of EIP at generating an eddy-scale curl in surface stress, and discuss whether100

the induced vertical velocities are persistent and large enough to affect the local profiles101

of temperature and salinity. We are also interested in how EIP couples with melting and102

freezing processes occurring in the seasonal ice zone.103

The paper is structured as follows: Section 2 describes the Southern Ocean eddy-104

ing channel model used to investigate the EIP mechanism. Section 3, explores the con-105

ditions under which this process occurs in the model. Section 4 presents an eddy com-106

posite analysis that highlights differences between the open ocean and the compact ice107

zone, the asymmetric response of cyclones and anticyclones to EIP, and the resulting mod-108

ulation of sea-ice melt and formation. Section 5 describes the aggregate effects of EIP109

over a seasonal cycle and over multiple years in the compact ice zone. Section 6 discusses110

the main findings of this study and concludes.111
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Figure 1. Schematic of the ‘Eddy-Ice-Pumping’ mechanism (EIP) in the Southern hemi-

sphere. When sea-ice is stationary relative to the eddy, the ice-ocean stress τi opposes the eddy

motion u, driving Ekman suction in anticyclones and Ekman pumping in cyclones. Upwelling of

warm waters may melt sea-ice in anticyclones, whereas downwelling in cyclones may shield sea-ice

away from warm waters, potentially allowing for thicker ice growth.

2 The 3D channel model112

Numerical experiments are conducted using an eddying ocean-ice channel model113

based on the MIT general circulation model (MITgcm) (Marshall et al. (1997b), Marshall114

et al. (1997a), Adcroft et al. (1997)) representing the Southern Ocean and its seasonal115

ice zone. The domain has dimensions of 1200 km by 3200 km in the zonal and merid-116

ional directions respectively, with 4.08 km horizontal resolution. The east and west bound-117

aries are connected, such that when fluid leaves from one side, it re-enters from the other.118

There are 50 vertical levels from the surface to the flat ocean bottom at 4000 m. The119

vertical resolution ranges from 10 m in the top 50 m up to 100 m near the bottom. At120

the Southern boundary, there is a 300 m deep and 80 km wide shelf, followed by a 220121

km wide continental slope that drops to the bottom. This setup was introduced in Doddridge122

et al. (2019).123

The model is initialized using temperature and salinity profiles from the World Ocean124

Atlas version 2 (Locarnini et al. (2013), Zweng et al. (2013)) along 30◦E, and repeated125

in the zonal direction. The northern boundary has a 100 km wide sponge layer over which126
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temperature and salinity are relaxed to the initial conditions on a 10 day timescale. At127

the surface, the channel is forced through bulk formulae (Large & Pond, 1982) by monthly128

mean atmospheric fields from the Corrected Normal Year Forcing Version 2.0 taken along129

30◦E (Large & Yeager, 2009). As with the initial conditions, the atmospheric fields are130

extended across the channel, such that there is no zonal variation in surface forcing. Ver-131

tical mixing is based on the turbulent kinetic energy scheme by Gaspar et al. (1990).132

The sea-ice model is based on the formulation detailed in Losch et al. (2010). It133

uses a continuum representation of sea-ice properties such as concentration, thickness134

and velocity. Sea-ice thermodynamics employs the 3-layer model of Winton (2000), where135

ice and snow thicknesses are calculated using heat fluxes from the top and bottom sur-136

faces. Sea-ice dynamics are based on the elastic-viscous-plastic formulation by Hunke137

and Dukowicz (1997) in which atmospheric, oceanic and internal stresses drive the sea-138

ice motion. The ice/ocean stress ~τi is parameterized as follows:139

~τi = ρ0Cd(~u− ~ui)|~u− ~ui|, (1)

where ρ0 is the ocean density, Cd is a drag coefficient, ~u is the horizontal surface140

ocean velocity and ~ui is the sea-ice velocity. The turning angle is assumed to be zero and141

the drag coefficient is kept to a constant value of Cd = 5.17 10−3, consistent with the142

work of Mazloff et al. (2010) in the context of the Southern Ocean State Estimate (SOSE).143

At the start of the simulation, the sea-ice thickness is initialized to 1 m, covering144

the entire model domain south of 56◦S. The model is integrated for 50 years, by which145

time it reaches a quasi-equilibrium. Figure 2 shows the zonal and annual mean state of146

the model at equilibrium. The potential temperature distribution in the top panel high-147

lights a temperature inversion between y = 400 - 1600 km, where cold and fresh waters148

in the top 10 - 100 m of the water column lie above warm and salty waters of northern149

origin. The residual meridional circulation consists of two overturning cells that upwell150

to surface around y = 800 km, bringing relatively warm waters in close proximity to the151

seasonal ice zone. In the top 50 - 100 m underneath the ice, isopycnals are relatively flat,152

due to the salinity stratification. Throughout this paper, the mixed layer depth (MLD)153

is defined as the depth at which the local difference in potential density with respect to154

the overlaying surface value is: ∆σ0 = 0.06 kgm−3. Our results are not particularly sen-155

sitive to the choice of this threshold in the range ∆σ0 = 0.01 - 0.1 kgm−3. The MLD156

is relatively shallow (10 - 80 m) in the annual mean and in summer over the whole do-157
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main. Between y = 0 - 600 km, the winter MLD depth can extend down to 800 m, due158

to bottom water formation.159

Figure 2. Annual and zonal mean state of the channel model at equilibrium. (Top) Poten-

tial temperature (filled contours), potential density σ0 (grey line contours in the top 210 m)

and σ2 (grey contours between 210 - 4000 m). The annual mean sea-ice fraction is shown in the

blue bars at the top of the panel. The colored lines show the summer (red) and winter (green)

MLD, both based on a ∆σ0 = 0.06 kgm−3 criterion. (Bottom) Salt (filled contours) and residual

streamfunction in Sv [ = 106m3s−1] (grey line contours; filled clockwise, and dashed anticlock-

wise). The solid bars at the top of the panel indicate the minimum (dark grey) and maximum

(light grey) sea-ice extent.
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3 Exploration of ‘Eddy-Ice-Pumping’ in an idealized model160

Figure 3 shows EIP at play from a snapshot of the channel model’s ice zone taken161

in September. During that month, sea-ice cover is at its maximum extent, and a region162

of compact sea-ice develops in the southern part of the channel (panel (a)). The Rossby163

number (ζ/f , in panel (b)) reaches peak values of 0.5, and there is evidence of both cy-164

clonic and anticyclonic mesoscale eddies present under the ice. The horizontal length-165

scale of these eddies ranges from tens to hundreds of kilometers and increases from south166

to north, due to the influences of the beta effect and the continental slope on the first167

baroclinic Rossby radius of deformation (Rd = NH/f). Using representative values of168

N = 10−3s−1, f = 10−4s−1 and H = 250 - 4000 m gives an Rd of 40 km off the shelf169

and 2.5 km on the shelf. Eddies on the shelf and parts of the continental slope there-170

fore tend to be weaker than in the rest of the domain. The model’s horizontal resolu-171

tion of 4.08 km can resolve some of the mesoscale eddy features but perhaps not the finest172

scales. The band-like structure seen between y = 0 - 400 km in ζ/f and other quanti-173

ties in Figure 3 is the result of using a wind forcing that is uniform in the zonal direc-174

tion.175

Panel (c) shows the vertical Ekman velocity wek computed as:176

wek =
1

ρ0
∇×

(
~τ

f

)
, (2)

where the net ocean stress ~τ is a linear combination of the ice-ocean stress ~τi and177

the wind-ocean stress ~τw, weighted by the sea-ice fraction α as follows:178

~τ = α~τi + (1− α) ~τw. (3)

Between y = 0 - 800 km, where the sea-ice fraction is high (≥ 80%), there is a small scale

pattern of wek with magnitudes reaching up to 10 m/day. In this region, the pattern in

wek is reflected on the subsurface vertical velocity ws diagnosed at the first model layer

(5 m depth) and shown in panel (d). In regions of loose ice (y = 800 - 1400 km), the dif-

ference between the sea-ice and ocean vorticities (ζ and ζi, shown in panel (e)) is neg-

ligibly small, reflecting a regime where sea-ice drift is strongly influenced by underlying

ocean currents. On the other hand, when ice is compact, ζ and ζi are largely decoupled,

due to internal stresses restricting the ice motion. The transfer of energy between ocean
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and sea-ice Pi can be computed as follows:

Pi = ~τi · ~u, (4)

Panel (f) shows the eddying component of Pi, defined as:

P ′i = ~τ ′i · ~u′, (5)

where the prime quantities are anomalies from the zonal mean. In regions of compact179

sea-ice, where the underlying eddy field is strong (y = 200 - 800 km), P ′i is significantly180

more negative than in the rest of the ice zone, and its spatial pattern matches that of181

wek. This is evidence of the ice exerting drag upon the ocean at the mesoscale, and in-182

ducing EIP.183

Figure 3. Snapshots taken in September and shown over a subset of the model domain for (a)

sea-ice fraction, (b) normalized surface vorticity ζ/f (c) Ekman vertical velocity wek, (d) subsur-

face vertical velocity ws, (e) normalized surface vorticity minus sea-ice vorticity (ζ - ζi)/f, and (f)

eddying power transfer between ice and ocean P ′i . The green dashed lines show the limits of the

continental slope and the shelf, and the dotted black line shows the zonal mean sea-ice edge.
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The relatively large Rossby number of the flow (ζ/f ∼ 0.3) indicates that inter-184

nal dynamics and wind-ocean interactions can generate significantly large vertical ve-185

locities within eddies, beyond the linear Ekman effect (Stern (1965), McGillicuddy et al.186

(2007), Thomas et al. (2008), Gaube et al. (2015)). This explains the filament-like struc-187

ture in the diagnosed vertical velocity field (Figure 3 (d)) evident almost everywhere, in-188

cluding in regions of loose sea-ice and in the open ocean.189

To separate the contribution of EIP from other factors enhancing vertical veloc-190

ities, we design a simulation named ice stress ‘off’, in which the MITgcm code is mod-191

ified such that the net stress felt by the ocean ~τ ignores the ice-ocean stress ~τi in Eq. (3).192

Instead, ~τ is simply set to the open-ocean wind stress ~τw, which is much more zonally193

symmetric. The calculation of the net stress felt by sea-ice is left unchanged. To enable194

comparison with the control simulation (ice stress ‘on’), we also decrease the input mag-195

nitude of the wind speeds in the ice zone, such that the zonal mean net stresses are com-196

parable in the ice stress ‘on’ and ‘off’ simulations (see Figure 4). The scaled wind ve-197

locities ~uscw were calculated from the original wind velocities ~uw as follows:198

~uscw = (1− αC) ~uw, (6)

where α is the zonal mean sea-ice fraction. The exponent factor C was tuned of-199

fline to obtain a good match in the zonal mean stresses between the ‘on’ and ‘off’ sim-200

ulations. We found that a value of C = 10 gives a reasonable agreement, both in the x201

and y directions (see Figure 4 (a-b)). That C is large implies that the zonal-mean stress202

is only significantly affected by sea-ice in regions of compact ice (high α), where the wind203

stress momentum is partially absorbed by sea-ice as internal stresses. When sea-ice is204

loose (low α), the wind transfers momentum to the ice, which in turn transfers it to the205

ocean without significant absorption. Figure 4 (c-d) shows how turning the ice stress ‘off’206

reduces the scale and magnitude of the subsurface vertical velocities in the ice zone. In207

what follows, we investigate the differences between the ice stress ‘on’ and ‘off’ simula-208

tions, both at the eddy scale (Section 4) and when averaging over the compact ice zone209

(Section 5).210
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Figure 4. (a-b) September snapshots of (a) the zonal and (b) the meridional stresses on

the ocean surface across the whole model domain. The colored contours show the net surface

stresses in the simulation where the ice stress is ‘on’. The line plots show zonal mean stresses for

the simulations where the ice stress is ‘on’ (blue) and ‘off’ (red). (c-d) September snapshots of

subsurface vertical velocity ws within the ice zone for the cases where the ice stress is (c) ‘on’

and (d) ‘off’. Note the different horizontal and vertical axes between (a-b) and (c-d). The green

dashed lines indicate the edges of the continental slope and shelf respectively. The black dotted

line shows the zonal mean sea-ice edge.

4 Eddy detection and compositing211

In this section, we study the effects of EIP on eddies by compositing fields over cy-212

clones and anticyclones, respectively, and averaging in the eddy-centric coordinate. Fol-213

lowing Chelton et al. (2011), eddies are identified from closed sea surface height (SSH)214

anomalies and a set of criteria constraining their size and shape (as outlined in Appendix215

A). We detect eddies from 30 snapshots of SSH taken at 1-day interval during the month216

of September. The eddy size r is defined as the radius of the circle that encloses the SSH217

contour along which the surface current velocity is maximum (Chelton et al., 2011). The218

eddy-centric fields are horizontally interpolated onto a high-resolution grid spanning −2r219

to +2r in both the x and y directions. In the Southern Hemisphere, anticyclones (pos-220

–11–



manuscript submitted to JGR: Oceans

itive SSH) rotate counterclockwise, whereas cyclones (negative SSH) rotate clockwise.221

We perform the eddy composite analysis for three different cases, namely (i) the open222

ocean (Figure 5), (ii) the compact ice zone with ice stress ‘on’ (Figure 6), and (iii) the223

compact ice zone with ice stress ‘off’ (Figure 7).224

4.1 Open Ocean225

In the open ocean, composites are taken between y = 1900 - 2900 km, which is a226

region that is stratified in both temperature and salinity (see Figure 5). The compos-227

ites are obtained by averaging over snapshots of 192 cyclones and 184 anticyclones, with228

mean sizes of 61 km for cyclones and 65 km for anticyclones, and mean sea surface heights229

of -14 cm for cyclones and 11 cm for anticyclones. The eddy characteristics found in this230

analysis are qualitatively consistent with the ones presented in past studies of Southern231

Ocean composites (Song et al. (2015), Hausmann et al. (2017)).232

Open ocean cyclones are characterized by a cold and fresh anomaly at their core.233

The isopycnals bow upwards, and the MLD conforms to that curvature, shallowing at234

the core of the eddy. The vertical velocity shows enhanced downwelling at the western235

edge of the eddy, and upwelling at its eastern edge. Appendix B shows that the verti-236

cal velocity induced by eddy-wind interactions only modestly contributes to the diag-237

nosed ws, and that their patterns are not in phase. Instead, the zonal dipole in ws is con-238

sistent with advection by eddies along background isopycnals that slope upward towards239

the south (see Figure 2). Poleward flow on the east of cyclones leads to upwelling, whereas240

equatorward flow on the west leads to downwelling.241

Open ocean anticyclones display a mirrored structure from the cyclones. They have242

a warm and salty core, their isopycnals bow down, the MLD deepens, and the sign of243

the dipole in vertical velocity reverses. The diagnosed structure in ws is again consis-244

tent with advection along the background isopycnal slope, generating downwelling on245

the eastern side of anticyclones and upwelling on their western side.246
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Figure 5. Open ocean composites taken between y = 1900 - 2900 km in the channel model

for cyclones (panels (a) to (f)) and anticyclones (panels (g) to (l)). The composites are projected

on to a characteristic eddy radius r̂ = 60 km and the horizontal coordinates x̂ and ŷ span -2r̂

to +2r̂. The filled contours in panels (a) to (d) show vertical cross-sections through the center

of the composite in the x-direction for θ, S, σ0 and the vertical velocity w, respectively. The

white lines in panels (a) to (c) indicate the MLD. Panel (d) also shows ws (in black) and wek (in

red). The filled contours in panels (e) and (f) show plan views of the MLD and ws, respectively.

The yellow line in panel (e) is a characteristic sea surface height contour. Panels (g) to (l) show

corresponding results for the anticyclone composite.
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4.2 Compact sea-ice - ice stress ‘on’247

Figure 6 shows eddy composites taken in the compact ice zone in the simulation248

where the ice stress is ‘on’. The sampling domain is restricted to y = 400 - 800 km, since249

beyond y < 400 km, the entire water column is near the freezing temperature in Septem-250

ber, which means that the Ekman-induced vertical velocities cannot significantly affect251

the melting of sea-ice. For y > 800 km, the sea-ice is too loose for EIP to play a signif-252

icant role, as discussed in Section 3. In the region y = 400 - 800 km, the top 100 m of253

the water column is characterised by a temperature inversion (cold over warm) and salin-254

ity stratification (see Figure 2). The rest of the column is only weakly stratified. The255

composites are obtained by averaging over snapshots of 231 cyclones and 174 anticyclones,256

with mean sizes of 31 km for cyclones and 32 km for anticyclones, and mean sea surface257

heights of -4 cm for cyclones and 4 cm for anticyclones.258

As in the open ocean, cyclones within the compact ice show a negative tempera-259

ture anomaly at their core. Near the surface, the temperature is at the freezing point,260

which drives sea-ice formation. Within the composite cyclone, the sea-ice is 0.2 m thicker261

than the mean (1 m), and the net heat flux to the ice is about -15 Wm−2 (freezing). In262

the top 30 m, brine rejection associated with sea-ice formation causes a salty cyclone core.263

Between 30 - 200 m, the core is relatively fresh, as was seen in the open ocean. The edges264

of the cyclone still show the zonal dipole in vertical velocity that was evident in the open265

ocean (downward motion in the west and upward motion in the east). The isopycnals266

bow up everywhere, but unlike in the open ocean, the MLD is very deep at the center267

of the cyclone (∼ 500 m). This is likely caused by the strong downwelling velocity at the268

core of the eddy evident in the vertical velocity profile. Panel (d) shows that wek (red269

line) can only partially explain the diagnosed subsurface velocity ws (black line). We thus270

argue that the central downwelling is driven by both EIP and brine rejection.271

In anticyclones, the situation is mostly reversed from cyclones, but with some im-272

portant distinctions. As in the open ocean, there is a warm temperature anomaly at the273

eddy core, which here tends to melt sea-ice and produce a fresh core in the top 30 m.274

Within the anticyclone, the ice is 0.2 m thinner than the mean (1 m), and the net heat275

flux to the ice is approximately +15 Wm−2 (melting). Between 30 - 200 m, the core is276

saltier than the edges, as was seen in the open ocean. The edges of the anticyclone still277

show the zonal dipole in vertical velocity that was evident in the open ocean (upward278

motion in the west and downward motion in the east). The isopycnals bow down every-279

where, but unlike in the open ocean, the MLD is anomalously shallow at the core, due280
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to increased stratification from sea-ice melt. The warm and salty properties of the eddy281

are enhanced by upwelling at the core bringing deeper waters up to the surface. We ar-282

gue that this upward motion is favored by EIP, as evidenced by the good match between283

ws (black line) and wek (red line) shown in panel (d).284
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Figure 6. Compact ice zone composites with ice stress ‘on’ taken between y = 400 - 800

km in the channel model for cyclones (panels (a) to (f)) and anticyclones (panels (g) to (l)).

The composites are projected on to a characteristic eddy radius r̂ = 30 km and the horizon-

tal coordinates x̂ and ŷ span -2r̂ to +2r̂. The filled contours in panels (a) to (d) show vertical

cross-sections through the center of the composite in the x-direction for θ, S, σ0 and the vertical

velocity w, respectively. The white lines in panels (a) to (c) indicate the MLD. Panel (d) also

shows ws (in black) and wek (in red). The filled contours in panels (e) and (f) show plan views of

the MLD and the area-weighted average sea-ice thickness, respectively. The yellow line in panel

(e) is a characteristic sea surface height contour. The black line in panel (f) is the net heat flux

to the ice. Panels (g) to (l) show corresponding results for the anticyclone composite.
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4.3 Compact sea-ice - ice stress ‘off’285

To assess the effect of EIP on the eddy structure, we again take composites in the286

compact ice zone between y = 400 - 800 km, but in the simulation where the ice stress287

is ‘off’ (see Figure 7). The composite mean is obtained by averaging over snapshots of288

259 cyclones and 218 anticyclones, with mean sizes of 31 km for cyclones and 32 km for289

anticyclones, and mean sea surface heights of -4 cm for cyclones and 4 cm for anticyclones.290

The composited cyclone profiles are similar between the ice stress ‘on’ and ‘off’ cases.291

The temperature is near freezing at the surface and the cyclone is still a site of sea-ice292

formation, as evidenced by thicker sea-ice at the eddy core and a net flux to the ice that293

is comparable to the ‘on’ case (-15 Wm−2). The eddy edge is again characterized by a294

zonal dipole in vertical velocity, as in the open ocean. However, in this case, the Ekman295

pumping velocity is zero (red line in panel (d)), and the diagnosed surface downwelling296

velocity at the core (black line in panel (d)) is lower than in the ice stress ‘on’ case (1297

m/day instead of 2 m/day). The remaining downward velocity at the core is still rela-298

tively strong, and likely driven by brine rejection. Consequently, the MLD remains very299

deep (∼ 500 m).300

In anticyclones, the composite profiles are also similar between the ice stress ‘on’301

and ‘off’ simulations, but there are some notable differences. The Ekman suction veloc-302

ity is zero (red line in panel (d)), and thus the diagnosed vertical velocity at the eddy303

core is weak. Instead, the vertical velocity profile looks similar to that found in the open304

ocean, with the zonal dipole at the eddy edges. The lack of upward motion at the eddy305

center limits the amount of warm waters brought up to the surface, which reduces the306

temperature of the eddy core by approximately 0.1◦C relative to the ‘on’ case. The sea-307

ice thickness is only 0.1 m thinner than the mean, and the net heat flux acting to melt308

sea-ice is +7 Wm−2 (compared to 0.2 m and +15 Wm−2, respectively, in the ice stress309

‘on’ case). The MLD still shallows at the eddy core, but slightly less than when the ice310

stress is ‘on’, due to reduced sea-ice melt.311

In summary, cyclones and anticyclones are sites of sea-ice formation and melt, re-312

spectively. In cyclones, brine rejection produces a deep MLD (∼ 500 m), whereas in an-313

ticyclones sea-ice melt shallows the MLD (∼ 20 m). EIP upwells warmer waters to the314

surface in anticyclones, enhancing sea-ice melt. In cyclones, the downwelling at the eddy315

core is caused by both EIP and brine rejection. Turning EIP ‘off’ reduces the downwelling,316
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but does not change sea-ice formation, since the surface is still near the freezing tem-317

perature.318
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Figure 7. Compact ice zone composites with ice stress ‘off’ taken between y = 400 - 800

km in the channel model for cyclones (panels (a) to (f)) and anticyclones (panels (g) to (l)).

The composites are projected on to a characteristic eddy radius r̂ = 30 km and the horizon-

tal coordinates x̂ and ŷ span -2r̂ to +2r̂. The filled contours in panels (a) to (d) show vertical

cross-sections through the center of the composite in the x-direction for θ, S, σ0 and the vertical

velocity w, respectively. The white lines in panels (a) to (c) indicate the MLD. Panel (d) also

shows ws (in black) and wek (in red). The filled contours in panels (e) and (f) show plan views of

the MLD and the area-weighted average sea-ice thickness, respectively. The yellow line in panel

(e) is a characteristic sea surface height contour. The black line in panel (f) is the net heat flux

to the ice. Panels (g) to (l) show corresponding results for the anticyclone composite.
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5 Aggregate effects of eddy-ice interaction319

In this section, we investigate whether the anomalous melt in anticyclones caused

by EIP can have any significant aggregate effect on the system’s mean state. Figure 8

shows the seasonal evolution of zonal mean heat fluxes and sea-ice thickness evaluated

within the compact ice zone (y = 400 - 800 km) over one year of the simulation. We cal-

culate the vertical heat flux H at the surface as:

H = ρcwwθ, (7)

and decompose H into its mean (H = ρcwwθ) and eddying (H ′ = ρcww′θ′) compo-320

nents, where deviations are taken from the zonal mean. We also consider the net heat321

absorbed or provided by sea-ice from its surroundings for melt or formation, respectively.322

In the control simulation (ice stress ‘on’), Figure 8 shows that sea-ice formation oc-323

curs mostly between April and July, and sea-ice melt from September to March. The mean324

sea-ice thickness grows from 0 to 1.2 m between February and June, and stays approx-325

imately constant until November. The presence of the ice stress tends to increase the net326

vertical heat fluxes towards the ice, particularly between August and October (an increase327

of approximately 3 - 5 Wm−2). The increase in H is mostly driven by the eddying com-328

ponent H ′, with the mean component H being significantly weaker. This enhanced up-329

ward heat flux is reflected in the melting rate, which increases by 2 - 4 Wm−2 during330

those months. Consequently, the mean sea-ice thickness decreases by 13 cm (about 10331

%) over the course of winter and spring.332
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Figure 8. Seasonal evolution of the area-weighted average sea-ice thickness (top) and heat

fluxes (bottom) within the compact ice zone (y = 400 - 800 km) calculated for the first year of

the sensitivity simulation; (left) ice stress ‘on’, and (right) ice stress ‘on’ minus ‘off’.

In Figure 9, we investigate the seasonal effect of EIP on mean vertical profiles within333

the compact ice zone (y = 400 - 800 km), by comparing the simulations with ice stress334

‘on’ and ‘off’. In the control simulation, θ remains around -1◦C for the whole year be-335

low 40 m depth. In the top 40 m, the temperature varies seasonally up to 1◦C in sum-336

mer and down to freezing (-1.8◦C) in winter and spring. The salinity below 40 m depth337

is 34.7 psu year-round, but varies seasonally between 34.7 psu (in winter and spring) and338

33.5 psu (in summer and fall) in the top 40 m. The N2 profile has a peak around 20 m339

depth that is strongest in summer and fall, weak in spring, and absent in winter. The340

EKE profiles have a peak around 20 - 50 m depth, but otherwise decrease monotonically341

with depth. Near the surface, EKE tends to be slightly larger in winter and spring com-342

pared to summer and fall.343

The difference between the ice stress ‘on’ and ‘off’ simulations shows warming on344

the order of 0.15◦C between 20 - 40 m depth during winter and spring, consistent with345

EIP bringing warm waters up closer to the surface during those months. The top 20 m346

is only marginally warmer, likely due to some of the upwelled heat transferred to the at-347

mosphere and the ice. EIP only has a marked effect on salinity in spring, during which348

the top 30 m freshens by approximately 0.04 psu, driven by sea-ice melt. This near-surface349

warming and freshening increases the peak in stratification at 20 m depth. The dissi-350
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pation of oceanic energy against sea-ice tends to decrease EKE throughout the water col-351

umn in spring, but not during the other seasons.352

Figure 9. Vertical profiles of (a) θ, (b) S, (c) N2 and (d) EKE within the seasonal ice zone

(y = 400 - 800 km, zonal mean) calculated for the first year of the sensitivity simulation and av-

eraged over seasons: summer in red (JF), fall in green (MAM), winter in blue (JJA), and spring

in orange (SON). The left panel of each subplot shows ice stress ‘on’ and the right panel shows

‘on’ minus ‘off’.

As was shown in Figure 8, EIP tends to warm the ocean near the surface and melt353

sea-ice during winter and spring in the compact ice zone. Figure 10 reveals that this is354

immediately followed by anomalous sea-ice formation between November and January355

(panel (d)), such that the effect of EIP on sea-ice thickness does not build up over the356

years, but follows a regular seasonal cycle. The recovery and overshoot in sea-ice thick-357

ness (panel (c)) is possibly the result of a negative feedback, whereby increased surface358
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stratification following sea-ice melt facilitates surface cooling and sea-ice formation (Martinson359

(1990), McPhee et al. (1999), Wilson et al. (2019)). EIP brings up warm and salty wa-360

ters near the surface between May and October (panel (a) and (b)), which causes sea-361

ice melt during those months and surface freshening between September and December.362

Panel (d) shows anomalous heat flux out of the ocean between July and the following363

February, suggesting that the warm SSTs caused by EIP draws anomalous cooling from364

the atmosphere, which could also contribute to ice recovery365

Figure 10. 4-year evolution of the ice stress ‘on’ minus ‘off’ simulations for (a) θ, (b) S, (c)

area-weighted average sea-ice thickness, (d) net heat flux from the atmosphere to the ocean, and

(d) net heat flux to sea-ice. The vertical dotted lines separate each individual year.

–23–



manuscript submitted to JGR: Oceans

6 Discussion and conclusions366

In polar oceans, a temperature inversion is typically observed just below the sur-367

face in the SIZ, whereby a cold and fresh lens shields sea-ice from underlying warm and368

salty waters. A number of studies have emphasized the role of vertical heat fluxes orig-369

inating from these warm waters in controlling the sea-ice thickness, both in the Arctic370

(Johannessen et al. (1987), Niebauer and Smith Jr. (1989),Carmack et al. (2015)) and371

the Antarctic (Martinson and Iannuzzi (1989), Worby et al. (2008), Ackley et al. (2015),372

McKee et al. (2019)). This study presents a process, which we have dubbed the EIP mech-373

anism, by which the frictional coupling between sea-ice and the ocean below can upwell374

warm waters to the surface and promote melting in the compact ice zone. In regions of375

densely packed sea-ice, mesoscale eddies feel a surface drag from the relatively station-376

ary ice that generates vertical Ekman velocities and mixes the water column. Numer-377

ical simulations in an eddying channel model show that in areas where the sea-ice frac-378

tion is higher than 80 %, EIP drives upwelling in anticyclones and downwelling in cy-379

clones, with magnitudes on the order of 1 - 10 m/day. The integrated effect of EIP in380

our simulations is that of net surface warming, because it raises the temperature beneath381

the ice in anticyclones without significantly affecting cyclones, whose temperature is al-382

ready at the freezing point.383

In the compact ice zone, EIP reduces sea-ice thickness by 13 cm (10 %) between384

May and November, due to anomalously large vertical eddy heat fluxes at the surface385

that peak to 6 Wm−2 in September and October. In spring, the anomalous sea-ice melt386

and upwelling of warm waters increases stratification in the near-surface layers of the ocean,387

and the mechanical drag from ice reduces EKE throughout the water column. The sea-388

ice thickness recovers (with an overshoot) the following summer and fall, such that the389

effect of EIP does not accumulate over the years, but only changes the seasonality of sea-390

ice. This recovery is likely facilitated by the negative feedback between surface strati-391

fication and sea-ice melt (Martinson (1990), McPhee et al. (1999), Wilson et al. (2019)),392

and the fact that warmer SSTs draw anomalous cooling from the atmosphere between393

July and March.394

The EIP interactions described in this study are analogous to aspects of eddy-wind395

interactions observed in the open ocean (McGillicuddy et al. (2007), Zhai et al. (2012),396

Gaube et al. (2015) McGillicuddy (2016), Seo (2017), Song et al. (2020)). At relatively397

high Rossby numbers, eddies subjected to a large scale wind stress develop a dipole in398

vertical velocity to balance a vortex tilting tendency (Stern (1965), Niiler (1969)). More-399

–24–



manuscript submitted to JGR: Oceans

over, the differential enhancement of surface stress on opposite sides of an eddy may drive400

a monopole in Ekman vertical velocity at the core of the vortex (Dewar & Flierl, 1987).401

In our simulations, open ocean eddy-wind interactions produce a negligible monopole,402

and a dipole that only has a modest impact on the vertical velocity w. In the compact403

ice zone, eddy-wind interactions are also weak, while EIP generates a strong monopole404

that significantly enhances w. The strength of this monopole reflects the higher effec-405

tiveness of EIP in generating an eddy-scale stress curl in regions of pack ice, as compared406

to large scale winds.407

Another distinguishing factor of eddies in the compact ice zone is the thermody-408

namic modulation of MLDs from sea-ice melting and freezing. In the open ocean, ed-409

dies can modulate the MLD through the vertical displacement of isopycnals associated410

with eddy formation and decay. Our open ocean composites show a deepening of the MLD411

in anticyclones and a shoaling in cyclones with anomalies on the order of several tens412

of meters relative to the mean, consistent with previous work (Song et al. (2015) and Hausmann413

et al. (2017)). In the compact ice zone, however, the MLD shallows in anticyclones due414

to sea-ice melt (∼ 20 m), and becomes very deep in cyclones (∼ 500 m) due to sea-ice415

formation and brine rejection. Turning EIP ‘off’ reduces the MLD shallowing in anti-416

cyclones slightly, but does not affect cyclones. We expect that the large differences in417

MLD between cyclones and anticyclones may have important consequences for tracer trans-418

port, nutrient cycling and biological activity in the in the compact ice region (Williams419

and Follows (1998), McGillicuddy et al. (1998)).420

On the large scale, winds typically impart momentum to sea-ice, which may in turn421

speed up the mean currents. However, the EIP mechanism may extract momentum at422

smaller scales, when sea-ice is stationary relative to the underling mesoscale eddies. In423

regions of loose sea-ice, internal ice stresses are too weak to resist the eddy motion, and424

hence the local difference in ice/ocean velocities is too small for there to be a significant425

eddy-scale drag. Manucharyan and Thompson (2017) argue that in the Arctic marginal426

ice zone, in the absence of winds and sea-ice thermodynamics, cyclonic eddies and fil-427

aments effectively trap sea-ice due to converging motion at the surface, while anticyclones428

repel ice due to local divergence. The resulting asymmetry in ice thickness could per-429

haps be enhanced by the effects of sea-ice melt and freeze discussed in our study, since430

cyclones are typically cold and anticyclones warm. Finally, the horizontal density gra-431

dients observed across eddies in our compact ice zone could trigger submesoscale activ-432

ity that is currently not resolved in our model. These fine scale processes may generate433
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vertical velocities on the order of 10 - 100 m/day, which may have significant impacts434

on local dynamics, depending on their coherence and persistence characteristics (Boccaletti435

et al. (2007), Thomas et al. (2008), Manucharyan and Thompson (2017)).436
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Appendix A Eddy detection procedure437

Eddies are identified based on the following algorithm, based on Chelton et al. (2011)438

and Song et al. (2015):439

1. Find closed contours in sea surface height (SSH) anomaly.440

2. Check that the closed contours have more than the minimum number of pixels441

(75 in the compact ice zone and 500 in the open ocean).442

3. Check that there is only one extremum within the closed contours.443

4. Check that the amplitude is larger than the minimum threshold (4 cm in the444

open ocean and 2.5 cm in the compact ice zone).445

5. Compute the maximum distance between pixels and check that it doesn’t ex-446

ceed a threshold value (180 px in the open ocean and 100 px in the compact ice zone).447

This ensures that the eddy shapes are not too different from circles.448

The parameter values used in the open ocean are similar to those reported in Song449

et al. (2015) and the composite results are not highly sensitive to these choices. In the450

compact ice zone, eddies are typically smaller and weaker than in the open ocean, so pa-451

rameters were adapted empirically to produce reasonable-looking eddies.452
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Appendix B Eddy-wind interactions453

Eddy-wind interactions modulate both the wind stress and its curl, which can lo-

cally enhance vertical velocities through Ekman processes. When the Rossby number

is not negligible, there is a non-linear component to the vertical velocity that tends to

balance vortex tilting (Stern (1965), Niiler (1969), Wenegrat and Thomas (2017), Song

et al. (2020)). Stern (1965) derives the following expression for the total Ekman pump-

ing velocity wstern as follows:

wstern ≈ wcurl + wζ

=
∇× ~τ

ρ0(f + ζ)
+

~τ ×∇ζ
ρ0(f + ζ)2

=
∇× ~τ

ρ0(f + ζ)
+

1

ρ0(f + ζ)2

(
τx
∂ζ

∂y
− τy

∂ζ

∂x

)
,

(B1)

where wcurl is the linear Ekman velocity term and wζ is the non-linear interaction454

term. Perpendicular to a uniform wind stress ~τ , the differential enhancement of stress455

on either side of an eddy can generate a monopole in Ekman suction/pumping at the456

core of the vortex due to wcurl. Additionally, when ζ is not negligible, wζ produces a dipole457

pattern in the direction perpendicular to ~τ .458

We consider composites of anticyclones for wstern and the subsurface velocity ws459

(Figure B1). In the open ocean, wstern has a dipole pattern mostly aligned with the merid-460

ional direction, consistent with wζ dominating over wcurl, and with winds being predom-461

inantly zonal (panels (a) and (b)). wstern only contributes modestly to ws, whose dipole462

is stronger and in the zonal direction. In the compact ice zone, when the ice stress is ‘on’,463

wstern matches the pattern in ws better, but does not completely account for it (pan-464

els (c) and (d)). When the ice stress is ‘off’, wstern is negligible, while ws has a predom-465

inantly zonal dipole (panels (e) and (f)). This suggests that the pattern shown in panel466

(d) is dominated by ice-ocean stresses rather than eddy-wind interactions. We thus con-467

clude that eddy-wind interactions contribute only weakly to the vertical velocity pro-468

file of anticyclones, both in the open ocean and in the ice zone. Similar results are ob-469

tained for cyclones (not shown).470
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Figure B1. Composite means of anticyclones for ws (left) and wstern (right). The composites

are taken in the open ocean (top), in the compact ice zone with ice stress ‘on’ (middle) and in

the compact ice zone with the ice stress ‘off’ (bottom).
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