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Abstract18

Meridional winds over the seasonal ice zone (SIZ) of the Antarctic have undergone19

changes and likely contributed to sea ice extent variability in recent decades. In this study,20

using observations and an eddy-resolving channel model of the Antarctic SIZ, we inves-21

tigate the influence of meridional wind changes on the sea ice distribution, and document22

how the underlying ocean might change. We find that southerly wind anomalies in aus-23

tral winter lead to an increase in sea ice extent by encouraging equatorward sea ice drift.24

This results in more leads and polynyas, ice production and buoyancy loss near the coastal25

region and freshening out in the open ocean near the Antarctic Circumpolar Current.26

In contrast, southerly wind anomalies in austral summer reduce sea ice extent due to warm-27

ing anomalies near the sea ice edge. This is a consequence of enhanced meridional over-28

turning circulation (MOC) triggered by enhanced buoyancy loss through surface heat29

flux and brine rejection, which brings relatively warm water towards the summertime30

sea ice edge. A water-mass transformation analysis reveals the increased deep water for-31

mation caused by brine rejection and heat loss in leads and polynyas. Changes in sea32

ice extent and MOC behave in the opposite way when the sign of the wind anomaly is33

switched from southerly to northerly. Our study shows that meridional wind anomalies34

can modify not only the sea ice distribution, extent of polynyas and air-sea buoyancy35

fluxes, but also the ocean’s MOC and bottom water properties.36

Plain Language Summary37

We investigate the changes in the seasonal ice zone of the Antarctic to meridional38

wind stress using observations and a numerical ocean model and find that the responses39

in summer and winter are opposites. Under stronger southerly winds, the wintertime sea40

ice edge extends further toward the equator, accompanying freshening of the Antarctic41

Circumpolar Current and more polynyas near the continental shelf. Active sea ice pro-42

duction occurs at those polynyas, resulting in brine rejection, deep convection and in-43

tensification of the lower cell. In summer, stronger southerly winds increase the surface44

temperature near the sea ice edge and cause the sea ice to retreat further towards the45

pole. With weaker southerly winds, the seasonal changes in the sea ice extent are reduced,46

leading to less sea ice production, weaker convection and the lower cell. This study high-47

lights that the meridional wind, which has high uncertainty, has a substantial influence48
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not only on the sea ice distribution and surface ocean state, but also on the meridional49

overturning of the Southern Ocean.50

1 Introduction51

The Antarctic sea ice is a crucial element in the complex interplay between the at-52

mosphere and the ocean. While the sea ice typically impedes the exchange of heat and53

gases between the ocean and atmosphere, certain areas known as leads and polynyas al-54

low for intense heat loss to occur (Campbell et al., 2019). This heat loss can trigger the55

formation of new sea ice and the subsequent salt flux into the ocean through brine re-56

jection (Tamura et al., 2008a). These processes are critical for the ventilation of the ocean57

and the formation of deep water, highlighting the importance of Antarctic sea ice in the58

global climate system (Ferrari et al., 2014). Additionally, the regulation of heat and mois-59

ture fluxes by sea ice, along with its control on radiation, impacts atmospheric inversion60

(Pavelsky et al., 2011), low-level cloud formation (Wall et al., 2017), and tropospheric61

jet (Smith et al., 2017; Bader et al., 2013; Kidston et al., 2011) by modulating near-surface62

temperature and humidity. For example, the suppression of oceanic heat transfer due63

to sea ice strengthens atmospheric inversion, with its effect decreasing at higher altitudes64

(Pavelsky et al., 2011). These polar temperature changes affect baroclinic instability, al-65

tering the tropospheric jet’s strength and location (Smith et al., 2017). Moreover, Antarc-66

tic sea ice plays a crucial role in the global climate system by influencing the carbon cy-67

cle (Stein et al., 2020).68

Satellite observations show that the extent of Antarctic sea ice generally increased69

from the beginning of the record in the late 1970s until 2014, albeit with spatial and tem-70

poral variability (Cavalieri & Parkinson, 2008; Comiso & Nishio, 2008; Parkinson & Cav-71

alieri, 2012). This increase in Antarctic sea ice contrasts the decrease in Arctic sea ice72

caused by global warming (Turner et al., 2009; Ferreira et al., 2015). This unintuitive73

increase in Antarctic sea ice has led to extensive related studies on its causes and mech-74

anisms, such as changes in westerly winds (Purich et al., 2016; Thompson & Solomon,75

2002), ocean currents and upwelling (Armour et al., 2016; Ferreira et al., 2015), fresh-76

water input from ice sheets (Pauling et al., 2016; Bintanja et al., 2013; Rye et al., 2020),77

and meridional winds (Holland & Kwok, 2012; Haumann et al., 2014; Turner et al., 2016;78

Kwok et al., 2017)79
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In the Antarctic region, changes in sea ice extent are also associated with changes80

in the meridional wind (Holland & Kwok, 2012; Haumann et al., 2014; Turner et al., 2016;81

Kwok et al., 2017). Holland and Kwok (2012) show that changes in wind stress can ac-82

count for the trend in sea ice drift and concentration in West Antarctica. Haumann et83

al. (2014) and Turner et al. (2016), using observations and atmospheric reanalysis, re-84

spectively, also suggest that changes in wind patterns associated with surface pressure85

systems are linked to changes in Antarctic sea ice on multidecadal time scales, although86

they differ in their explanation for these changes; Haumann et al. (2014) attribute it to87

anthropogenic stratospheric ozone depletion and greenhouse gas increase, while Turner88

et al. (2016) suggest it is due to intrinsic variability in the climate system. In addition,89

Kwok et al. (2017) attribute the trends in the meridional winds to the seasonal trends90

in the Antarctic sea ice extent.91

The observed significant correlation between meridional wind anomalies and Antarc-92

tic sea ice trends is not fully understood due to the influences of multiple other factors.93

In particular, the zonal component of the wind over the Antarctic sea ice is generally stronger94

than the meridional component (Hazel & Stewart, 2019). The strong easterlies around95

Antarctica make it challenging to isolate the individual effects of meridional wind anoma-96

lies on regional sea ice trends. The southerly katabatic wind eventually contributes to97

the easterly as it is deflected to the left under the Coriolis force (Parish & Waight III,98

1987). Furthermore, reliance on satellite observations can limit the detailed study of sea99

ice trends, especially during summer months. The large spread in the trends of merid-100

ional winds across various reanalysis products infers a high level of the uncertainty in101

estimating these changes (Bracegirdle & Marshall, 2012; Dong et al., 2020; Hobbs et al.,102

2020; Huai et al., 2019; Neme et al., 2022).103

In this research, we employ an idealized 3-dimensional channel model with a 4 km104

horizontal resolution to investigate the responses of Antarctic sea ice and Southern Ocean105

circulation to changes in meridional wind intensity. Despite its simplifications, this ide-106

alized model captures the seasonal cycle of sea ice as well as key ocean circulation fea-107

tures, including the Antarctic Circumpolar Current, Antarctic Slope Current, and two-108

cell structure in the meridional overturning circulation (Doddridge et al., 2021). The aims109

of this study are to (1) examine the effects of meridional wind anomalies on sea ice con-110

centration and its mechanisms during the summer and winter seasons, (2) explore how111

the changes in sea ice concentration affect water-mass transformation in the Southern112
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Ocean (3) investigate the impact on the ocean circulation, and (4) identify any poten-113

tial feedback that may affect sea ice distribution. Our results show that meridional wind114

changes over the Antarctic sea ice trigger substantial changes in not only the sea ice con-115

centration but also the ocean states and the strength of the lower cell, highlighting the116

complex interplay between these components and importance of lowering its uncertainty117

to more accurate simulation of the Southern Ocean circulation.118

Our paper is organized as follows. In Section 2, we analyze the observations to iden-119

tify the relationship between the meridional wind and Antarctic sea ice. We then describe120

our model, experimental design, and analysis methods in Section 3. The responses of the121

sea ice and ocean states to the meridional wind anomalies are presented in Section 4, while122

Section 5 presents the changes in ocean circulation and the associated water mass trans-123

formation rate. Finally, we summarize this study and discuss its implications in Section124

6.125

2 Observational analysis of meridional winds and sea ice extent126

We analyze the relationship between meridional wind and Antarctic sea ice, focus-127

ing on sea ice concentration and 10-meter wind trends in March (minimum sea ice ex-128

tent) and September (maximum extent) from 1980 to 2020 (Fig. 1). We obtained the129

monthly mean sea ice concentration data from the NASA National Snow and Ice Data130

Center (DiGirolamo et al., 2022), and the 10-meter wind data from the ERA5 Reanal-131

ysis (Hersbach et al., 2023).132

In summer, there is a cyclonic trend over the Amundsen Sea, associated with the133

deepening of the Amundsen Sea Low (ASL), while anticyclonic trends over the Weddell134

Sea and Indian Ocean (Fig. 1(a)). The strengthening of both cyclone and anticyclone135

within the western Antarctic ocean accompanies strong northerly wind trends over the136

Antarctic Peninsula and southerly wind trends over the Ross Sea and the eastern Wed-137

dell Sea. Meanwhile, in winter during this period, only the strengthening tendency of138

ASL is significant with its center shifted southwestward (Fig. 1(b)). The contrast in sea139

ice concentration trends between the western and eastern regions of the Antarctic Penin-140

sula may be related to changes in the ASL and associated meridional wind variability.141

Scatter plots in Fig. 1(c,d) illustrate the relationship between anomalies of merid-142

ional wind and sea ice extent computed by summing areas weighted by their sea ice con-143
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Figure 1. (a,b) The trend of sea ice concentration (SIC) (shades) and 10-meter wind (arrows)

and (c,d) the relationships between the anomalies of sea ice extent and 10 m meridional wind

for (a,c) March and (b,d) September during 1980-2020. In (a,b), stippling indicates SIC trends

with >95% significance, while red and blue vectors signify positive and negative equatorward

meridional wind (v10) trends with >90% significance. Yellow lines in (a,b) denote the average sea

ice edge determined by the location where sea ice concentration is at 15%. Data sources: NSIDC

satellite product (SIC) and ERA5 reanalysis data (10-meter wind).
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centration greater than 15%. The positive correlation between them during the austral144

winter suggests that the anomalously strong southerly wind tends to extend the sea ice145

edge equatorward in winter (Fig. 1(d)). This positive correlation is consistent with the146

results of several previous studies (Holland & Kwok, 2012; Turner et al., 2016; Wagner147

et al., 2021; Stammerjohn et al., 2003; Harangozo, 2006). Austral summer, on the other148

hand, shows a negative relationship between meridional wind anomaly and sea ice ex-149

tent anomaly, although this correlation is weaker (Fig. 1(c)). This weak correlation sug-150

gests that thermodynamic processes, driven by local radiative equilibrium or thermal ad-151

vection within both the ocean and atmosphere, may play a bigger role in sea ice vari-152

ability during summer months than dynamic redistribution by wind stress. Alternatively,153

it is difficult to dismiss the possibility that the strong winter correlation could influence154

summer sea ice minimum. Historically, there has been little relationship between the win-155

ter states and subsequent summer minimum (Libera et al., 2022), it may differ on larger156

time scales or due to rapid shifts in the Antarctic sea ice system.157

Furthermore, uncertainties in the satellite sea ice data increase during summer months,158

as distinguishing melt ponds from open water and capturing rapid melting events be-159

come challenging. These results suggest the necessity for further analyses of how sea ice160

responds differently to meridional wind anomalies in summer and winter, and how these161

changes are related to ocean circulation. It is essential to investigate the underlying mech-162

anisms that drive these observed correlations using a numerical model.163

3 Experiments with an eddying channel model of the seasonal ice zone164

3.1 Channel model165

A channel model is prepared using MIT General Circulation Model (MITgcm) (Marshall,166

Hill, et al., 1997; Marshall, Adcroft, et al., 1997; Adcroft et al., 1997; Marshall et al., 1998;167

Adcroft et al., 2004) to represent the sea ice and ocean circulation in the Southern Ocean.168

The domain has a size of 1200 km by 3200 km in zonal and meridional directions, re-169

spectively, with 4 km resolution. There are 50 vertical levels from the surface to 4000170

m. The upper 50 m is resolved at every 10 m, and the intervals between levels increases171

to 100 m toward the bottom. There is a 300 m deep, 80 km wide shelf near the south-172

ern boundary that drops to the bottom within 300 km (Fig. 2). The model has connected173
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Figure 2. The channel with instantaneous (a) potential temperature (shading and black con-

tours) along with sea ice fraction overlaid and (b) salinity (shading and black contours) and σ2

(white contours), in austral winter (September 1st). σ2 contour interval is 0.2 kg m−3.

east and west boundaries, allowing the flow to leave from one end and re-enter from the174

other, while the northern and southern boundaries are closed.175

The temperature and salinity data from the World Ocean Atlas version 2 (Locarnini176

et al., 2013; Zweng et al., 2013) along 30◦E were used to initialize the model domain. The177

data were extended zonally to cover the entire domain. The northern boundary has an178

approximately 100 km wide sponge layer where temperature and salinity are restored179

to the climatology with a timescale that changes from infinity at the southern edge to180

10 days at the northern edge of the sponge. In addition, we simulate the dynamics and181

thermodynamics of sea ice by initializing the sea ice model with a 1 m thick ice cover182

south of 56◦S.183

The ocean in the channel was forced by the monthly mean atmospheric data from184

the Corrected Normal Year Forcing Version 2.0 product (Large & Yeager, 2009) through185

bulk formulae (Large & Pond, 1982). Similar to the initial condition, the values along186
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30◦E were extended to cover the channel, so there is no variation in surface forcing in187

the zonal direction. The model was then integrated for 50 years with the vertical mix-188

ing computed by turbulent kinetic energy scheme by Gaspar et al. (1990) to reach quasi-189

equilibrium state.190

3.2 Analysis in density coordinates191

We evaluate the impact of meridional wind perturbations on the oceanic overturn-192

ing circulation. The residual overturning circulation is the result of a balance between193

the wind-driven circulation and the circulation associated with eddies. In any given layer,194

the time-mean transport associated with the residual overturning circulation is written195

as196

vh = vh+ v′h′, (1)

where h is the layer thickness, v is the meridional velocity in the layer, and the overbar197

and prime denote the time mean and the perturbation, respectively (Marshall & Speer,198

2012; Pinardi et al., 2019). The transport weighted by the layer thickness is computed199

at every model time step using the LAYERS package in MITgcm (Abernathey et al., 2016),200

which allows the direct calculation of the residual overturning streamfunction. For this201

calculation, we define 122 classes of σ2 (potential density referenced to 2000 dbar) cov-202

ering from 33.5 to 37.8 kg m−3 with the varying interval of as little as 0.01 kg m−3 from203

37.4 to 37.8 kg m−3.204

The residual overturning circulation can be further analyzed by examining the water-205

mass transformation rate. The changes in volume between isopycnal surfaces are primar-206

ily driven by the divergence of the advective volume flux along isopycnals and the vol-207

ume flux across the isopycnal surfaces. The latter requires buoyancy fluxes, which change208

the density of water, and occurs either through surface buoyancy fluxes or diapycnal mix-209

ing across isopycnals. Our interest is on the contribution of surface buoyancy fluxes to210

the volume flux across isopycnal surfaces, which is also known as the water-mass trans-211

formation rate, and its relationship with the residual overturning circulation. This cal-212

culation is also done using the LAYERS package in MITgcm.213
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3.3 Meridional wind perturbation214

We investigate the impact of meridional wind on the state of sea ice and the ocean,215

as well as water-mass transformation, by adding a perturbation to the meridional wind216

field south of 59◦S. The wind perturbation, v′10m, is defined as a function of latitude, φ,217

following,218

v′10m (φ) =
1

exp (− (φ− φ0) /λ) + 1
. (2)

With φ0 = 62◦S and λ = 10/12◦, the size of wind perturbation becomes 0.5 at φ =219

62◦S and approaches 1 and 0 towards the pole and equator, respectively, within a few220

degrees of latitude (Fig. 3). This perturbation is applied to the monthly averaged merid-221

ional wind for the entire year. We refer to the simulation with this perturbation added222

to the meridional wind as +v, and to the simulation with this perturbation subtracted223

from the meridional wind as −v. The perturbation of 1 m s−1 is one order of magnitude224

smaller than the meridional wind correction used in previous studies (Kim & Stössel, 1998;225

Barthélemy et al., 2012), and is of similar magnitude to the standard deviation of the226

meridional wind (as shown in shading in Fig. 3). Moreover, the changes of the merid-227

ional wind over 10 years are in the order of 0.1 m s−1 yr−1 (Holland & Kwok, 2012), which228

all suggest that the size of perturbation used in this study is reasonable. With the ini-229

tial condition taken from the 50-year of spin-up simulation, we integrate the channel model230

with this wind perturbation for 16 years and analyze the last 10 years by comparing the231

results with the control simulation (CTRL) where there is no meridional wind pertur-232

bation.233

4 Response of sea ice and ocean states to meridional wind perturba-234

tions235

4.1 Sea ice responses236

The idealized channel model simulates the mean states of Antarctic sea ice and its237

seasonal variation with reasonable accuracy, despite its simple bathymetry and zonally238

symmetric surface forcing. Considering that the width of the channel model is roughly239

7.5% of the circumference of the Antarctic Circle, the total sea ice extent in both sum-240

mer and winter in CTRL are comparable with observations (not shown). Additionally,241

the annual sea ice production is approximately 900±22 km3 when estimated using the242

sea ice fraction, the mean thickness and the area of each model grid. This is equivalent243

–10–



manuscript submitted to JGR: Oceans

+v

−v

Annually averaged meridional wind

Figure 3. Zonally averaged meridional wind. The solid black, red and blue represent the

annually averaged meridional wind in CTRL, +v and −v, respectively, with the shading repre-

senting their standard deviation.

to approximately 13,950 km3 if we linearly extend the production to the zonal length244

of the Southern Ocean, which is remarkably close to an observational estimate of 13,000245

km3 based on satellite observations (Tamura et al., 2008b).246

The seasonality of sea ice extent is modified by the meridional wind perturbation.247

The +v run produces a greater sea ice extent in winter but lower in summer compared248

to CTRL, whereas the −v run shows the opposite pattern, with slightly lower sea ice ex-249

tent in winter but greater in spring (Fig. 4(a)). Interestingly, changes in sea ice volume250

differ from those in sea ice extent (Fig. 4(b)). The −v run shows the greatest sea ice vol-251

ume throughout the year with the least seasonality. In −v, much of the sea ice is under252

the northerly wind (Fig. 3), which prevents the sea ice from drifting equatorward away253

from its formation site. As a result, the sea ice can grow more in −v and becomes ap-254

proximately 13% thicker than CTRL on average. In March, the sea ice thickness in −v255

is nearly 30% greater than CTRL. On the other hand, the +v run exhibits the largest256

seasonal variability of sea ice volume, indicating maximum sea ice production. In the fi-257

nal year of the simulation, sea ice production in +v exceeded 1×103 km3, nearly 70%258

greater than in −v. The greater seasonality in +v suggests a more active equatorward259

freshwater transport by sea ice, leading to lower salinity with the melting of the sea ice260

following winter.261

The impact of the meridional wind on the sea ice horizontal distribution is clearly262

evident from Fig. 4(c-e), which displays the sea ice concentration in July of the last sim-263
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Figure 4. Solid lines are the monthly mean (a) sea ice extent and (b) sea ice volume from

CTRL (black), +v (red) and −v (blue) over 10 years. The shadings, although not easily visible

due to their small magnitude, indicate one standard deviation. The gray scale represents instan-

taneous sea ice concentration in (c) −v, (d) CTRL, and (e) +v sampled in July. Red and green

dots in (c-e) represents the grid points with the oceanic heat loss to the atmosphere greater than

150 W m−2 and the salt flux greater than 5 × 10−4 psu kg m−2 s−1, respectively. The size of the

red and green dots in the inset in (e) are scaled with reference to 300 W m−2 and 1 × 10−3 psu

kg m−2 s−1, respectively.

–12–



manuscript submitted to JGR: Oceans

ulation year when the sea ice extends at least 58◦S in all simulations. The visual com-264

parison shows that the −v run has the highest concentration between 65◦S and 61◦S,265

but the lowest concentration to the north of 61◦S (Fig. 4(c)). In contrast, the +v run266

exhibits the greatest sea ice concentration to the north of 61◦S, but lower than the −v267

run between 65◦S and 61◦S (Fig. 4(e)). In addition, there are polynyas near 65◦S in +v268

where the ocean loses massive quantities of heat (nearly 300 W m−2) to the atmosphere269

(indicated by red dots in Fig. 4(e)). These polynyas, resulting from the divergence of270

sea ice driven by southerly wind, are also the site of sea ice production, leading to the271

density increase through brine rejection.272

To the south of 65◦S, +v has the areas with the salt flux greater than 5 × 10−4
273

psu kg m−2 s−1 (green dots in Fig. 4(e)). These regions are largely ice covered (sea ice274

concentrations of greater than 80%), but have lower sea ice concentration than their sur-275

roundings with values close to 1 indicating complete sea ice coverage of the grid cell that276

may be associated with leads. Despite the sea ice concentration being greater than 0.8277

in these areas, there is a continuous release of salt to the ocean due to ongoing sea ice278

production. Near the southern boundary, the ocean is largely isothermal at the freez-279

ing temperature. Heat fluxes into the atmosphere are therefore unable to directly increase280

the density of the underlying ocean and instead contribute to the formation of sea ice.281

The brine rejection associated with sea ice production shows up as regions of large salt282

fluxes. The forthcoming water-mass formation analysis in section 5.2 will further em-283

phasize the importance of these regions for the circulation of the Southern Ocean.284

We now analyse the sea ice changes in +v and −v using the sea ice volume (Φ) flux285

and its budget. Equatorward sea ice export is significantly larger during the ice growth286

season (from March to September) than the melt season (from September to March) (Fig.287

5(a,b)) The maximum sea ice export occurs at 65◦S (Fig. 5(b)), mainly as a result of288

large sea ice volume. The sea ice’s movement is suppressed in the areas with higher ice289

concentration and thickness, where internal ice stress is strong. Another peak in sea ice290

export is observed near 59 to 60◦S, driven by strong westerly winds causing a significant291

northward (or equatorward) sea ice drift when sea ice expands to this westerly band in292

late autumn. During the melt season, sea ice export significantly decreases (Fig. 5(a)),293

with certain summer months even experiencing a poleward export, likely due to northerly294

winds.295
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The meridional wind perturbation significantly alters the amount of sea ice export.296

In the +v run, equatorward export increases throughout the sea ice zone, exhibiting a297

substantial export even near the coast at 69◦S where there is nearly negligible export298

in the CTRL and −v runs. This difference is due to stronger southerly winds in the +v.299

In contrast, the southerly wind in the −v run is close to zero and sometimes reverses to300

become a northerly wind which compresses sea ice towards the coast. The pronounced301

ice export from the coastal region in the +v run implies an increased production of sea302

ice near the coast in the +v run, as anticipated in Fig. 4.303

The analysis of the sea ice volume budget, as illustrated in Fig. 5(c-h), underscores

the role of meridional wind-induced changes in sea ice production and distribution. The

equation governing the evolution of zonal averaged ice volume, Φ, is

∂Φ

∂t
= −

∂(viceΦ)

∂y
+ ΓΦ. (3)

The right hand side depicts two major contributors to the ice volume change. The first304

term represents the meridional transport of sea-ice volume, where vice denotes the merid-305

ional ice drift velocity. The second term, ΓΦ, represents the thermodynamic processes,306

like freezing and melting. This budget analysis shows the latitudes where wind changes307

lead to additional sea ice freezing or melting, and further illustrates the balance between308

thermodynamic sources and dynamic redistribution in both season and latitude.309

During the melt season, the time derivative of sea ice concentration is primarily310

governed by the thermodynamic sink (melting, Fig 5(c,g)) rather than the dynamic term311

(convergence of sea ice volume flux, Fig. 5(e)). In the growth season, equatorward of 65◦S,312

dynamic redistribution generally makes a larger contribution to the sea ice volume changes313

and determines the position of the sea ice edge. Freezing and divergence largely coun-314

terbalance each other to the south of 65◦S (Fig. 5(d,f,h)), which suggests an active man-315

ufacturing and equatorward transport of the sea ice there. This is particularly evident316

at the peaks at 66−67◦S and 65◦S, areas characterized by leads and polynyas (Fig. 4(d)).317

This is consistent with the balance between dynamic/thermodynamic tendencies found318

by Schroeter and Sandery (2022).319

The meridional wind perturbations clearly alter sea ice production and distribu-320

tion (Fig. 5(c-h)). In the +v run, the rate of sea ice volume change is larger than other321

simulations in both the growth and melt seasons (Fig. 5 (c,d)). Furthermore, the larger322

tendency in the sea ice volume is applied to almost all latitudes, which suggests that the323

–14–



manuscript submitted to JGR: Oceans

seasonality of the sea ice volume is the largest in +v, consistent with Fig. 4(b). During324

the growth season, there is substantial additional freezing in the +v run to the south of325

65◦S (Fig. 5(h)). This additional sea ice production increase the salt flux into the ocean,326

strengthening deep convection and the lower cell. Conversely, during the melt season,327

additional melting in the +v run across most regions leads to a greater decrease in the328

sea ice volume (Fig. 5(g)) with minimal influence of dynamic redistribution (Fig. 5 (e)).329

In particular, greater melting at lower latitudes increases the freshwater flux, reducing330

the ocean salinity. The sea ice volume budget in −v exhibits the opposite changes (Fig.331

5(c,e,g)), suggesting that the northerly wind anomaly reduces the seasonality of the sea332

ice volume and lowers the salt and freshwater flux into the ocean at higher and lower lat-333

itudes, respectively.334

4.2 Tracer distributions335

A southerly wind anomaly in +v over the sea ice area leads to substantial changes336

in temperature and salinity, not only near the sea ice region but also in the broader South-337

ern Ocean (Fig. 6(a,b)). In winter, a positive salinity anomaly appears near the coastal338

shelf, which can be attributed to the increased brine rejection from enhanced sea ice pro-339

duction within more widespread leads and polynyas. The increased mixed layer depth340

reflects deeper convection from the enhanced sea ice production and salt flux into the341

ocean (Fig. 6(b)). In +v, the upper ocean north of the seasonal sea ice zone tends to be342

cooler and fresher than in CTRL, associated with the increased equatorward transport343

of cold and fresh water as inferred by the greater sea ice volume seasonality. At the sub-344

surface, however, the temperature becomes up to 1◦C warmer. The subsurface warm-345

ing signal is attributed to the enhanced upwelling of warm subsurface water driven by346

stronger upper and lower cells in +v, as shown in Fig. 7. The surface warming at 65◦S347

in summer is consistent with the surface expression of this warming and additional sur-348

face warming caused by sea ice loss leading to an increase in the absorption of incom-349

ing solar radiation. In summer, when the upper cell extends further south, this warm-350

ing signal reaches the summer sea ice edge, leading to sea ice retreat to the south.351

A northerly wind anomaly in −v leads to responses which are generally opposite352

to those under the southerly wind anomaly; a decrease of salinity near the continental353

shelf, an increase of temperature and salinity to the north of the seasonal sea ice zone,354

and a negative anomaly of subsurface temperature that reaches the surface near the sea355
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ice edge in summer (Fig. 6(c,d)). The co-location of cooling and an increase in sea ice356

concentration at 65◦S in the −v simulation is consistent with enhanced ice coverage re-357

ducing the absorption of incoming solar radiation. The changes in surface conditions to358

the north of the seasonal sea ice zone are associated with a reduction in the equatorward359

transport of the cold and fresh water-mass, which is suggested by the smaller sea ice sea-360

sonality in the −v run. The northerly wind anomaly increases the sea ice thickness, re-361

duces the leads and polynyas, suppresses the salt flux into the ocean and convection in362

winter, as suggested by the shallower mixed layer depth (Fig. 6(d)). This reduction in363

the vertical mixing initiates the temperature anomaly in the seasonal sea ice zone, cre-364

ating a dipole pattern (not shown). Then the absence of deep convection leads to the365

weakening of the lower cell with its center shifted equatorward, resulting in a subsurface366

cooling signal that reflects the changes in the lower cell (Fig. 7).367

5 Changes in ocean circulation and the drivers368

5.1 Overturning circulations369

The channel model clearly represents the two overturning cells: the upper cell that370

transports the surface water equatorward and the lower cell that transports the surface371

water poleward (red and blue shading in Fig. 7, respectively). The streamfunction in372

σ2 coordinates shows transport along density surfaces, except in the upper ocean where373

surface buoyancy fluxes change the density of the water (Fig. 7(a)). The upper and lower374

cell separate near the location of zero zonal wind stress where the divergence of water375

occurs due to the opposite direction of Ekman transport (not shown). The surface di-376

vergence is fed by an upwelling between two cells (Fig. 7(b)). The vertical upwelling ve-377

locity, w, is given by ∂Ψ/∂y where Ψ is the meridional streamfunction. The upwelling378

velocity can be up to O(0.1) m day−1. Deep convection occurs near 67◦S and extends379

from the surface almost to the bottom of the domain. South of 67◦S, the sea ice concen-380

tration is nearly 100% and there is rarely sea ice production in this channel model. In381

the control simulation (CTRL), the maximum size of the zonally-integrated, time-mean382

residual overturning streamfunction, Ψ, is −1.4 Sv.383

The southerly wind anomaly in +v has a significant impact on the residual over-384

turning circulation, particularly the intensification of the lower cell (Fig. 7(b)). While385

the upper cell shows a slight increase in intensity, the intensification of the lower cell is386
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Figure 6. Temperature and salinity differences between the perturbed and control simulations

are shown for austral summer (January-March) (a,c) and winter (July-September) (b,d). Grey

contour lines depict the mean fields from control simulations. Dashed lines indicate the mixed

layer depths in the control and perturbed simulations. The upper rectangle of each panel displays

sea ice concentration as a function of latitude. Vertical lines represent the sea ice edges.
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the dominant response to the southerly wind anomaly. This is evident in the time-mean387

Ψ, which has a maximum strength of −2.1 Sv, 50% stronger than that in CTRL. This388

intensification is driven by brine rejection where the sea ice concentration falls below 1389

near 67◦S (Fig. 4(e)). The strength of the upwelling branch between the upper and lower390

cells depends on the gradient of Ψ. Therefore the intensification of the lower cell leads391

to a stronger transport of warm subsurface water upwards towards the sea ice and po-392

tentially affects the sea ice.393

In contrast, the northerly wind anomaly in −v weakens the lower cell (Fig. 7(c)).394

The maximum strength of Ψ to the south of 60◦S is less than -0.7 Sv, which is 50% weaker395

than that in CTRL. The reduced convection is related to the lower salt flux and heat396

loss in the region to the south of 65◦S (Fig. 4(c)). The upper cell is also weaker under397

the northerly wind anomaly. As a result of the changes in the intensity of the upper and398

lower cells, the upwelling of relatively warm water becomes weaker than in CTRL, lead-399

ing to the subsurface cooling.400

5.2 Water-mass transformation rate401

The impact of surface wind perturbations on deep convection implies that density402

changes are crucial in shaping ocean circulation. Therefore, understanding the relative403

contributions of heat and freshwater flux to these density changes is of great interest.404

In this section, we investigate the water-mass transformation rate to explore how merid-405

ional wind perturbations alter the surface buoyancy flux responsible for changes in the406

lower cell.407

A volume of fluid of a uniform density will change when there is a flow, v, through408

the isopycnals that confine this volume or when the interface of isopycnal moves with409

vσ without actual volume flux. Then the diapycnal volume flux, A(σ, t), can be expressed410

as411

A(σ, t) =

∫∫

Aσ(σ,t)

(v − vσ) · n̂σdA, (4)

where Aσ(σ, t) is the area of isopycnal surface and n̂σ is a unit vector normal to the isopy-412

cnal surface pointing from low to high values. The diapycnal volume flux is further shown413

to be related to the non-advective supply of buoyancy (Walin, 1982; Marshall et al., 1999;414

–19–



manuscript submitted to JGR: Oceans

(km)

( )∘

Streamfunction (Sv)

(b)   +v

(c)   −v

(a) Control  

Figure 7. (a) Annually averaged residual streamfunction, Ψ, in σ2 coordinate and depth coor-

dinate in Control using both shading and contours. The annually averaged Ψ in (b) +v and (c)

−v are shown only in depth coordinates. Ψ is in Sv (= 106 m3 s−1). The gray shading marks the

topography.
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Nishikawa et al., 2013; Al-Shehhi et al., 2021), which can be written as415

A = F −
∂D

∂σ
, (5)

where F is associated with surface fluxes, and the second term is associated with diffu-416

sive fluxes within the ocean. F , known as “transformation rate”, can be written using417

the heat flux (Qnet) and freshwater flux (FFW ) so that418

F =
∂

∂σ

∫∫

As(σ,t)

(

α

cw
Qnet + ρ0βSFFW

)

dA. (6)

Here, ρ0 is the reference density, α is the thermal expansion coefficient for seawater, cw419

is the heat capacity of water, β is the haline contraction coefficient and S is the local sur-420

face salinity. Both Qnet and FFW are positive when they increase the surface density.421

5.2.1 Contribution from surface heat flux422

The surface heat flux leads to a positive water-mass transformation rate (increas-423

ing density) in fall and winter but a negative rate (decreasing density) in spring and sum-424

mer (Fig. 8(c,f,i,l)). During fall and winter when the air temperature is colder than the425

surface ocean temperature, there is a oceanic heat loss that leads to an increase in sur-426

face density. This densification is particularly evident in the seasonal sea ice zone (37.5427

> σ2 >37.0 kg m−3) and in the water-mass with σ2 > 37.5 kg m−3 located in the re-428

gion to the south of 65◦S, which suggests that there is considerable heat loss whenever429

there is an opening in the sea ice in fall and winter. By definition, the volume flux as-430

sociated with a positive water-mass transformation rate is toward higher density class,431

which implies that the surface heat flux contributes to the poleward transport of the sur-432

face water in fall and winter. In fact, the lower cell extends equatorward during this sea-433

son, supporting the surface poleward transport (not shown). As the season progresses,434

the ocean takes up the heat from the atmosphere, and the surface density decreases un-435

til the fall when the ocean starts to lose heat to the atmosphere again, which means that436

the heat flux acts to drive the equatorward transport of the surface water and feeds the437

upper cell. This is further supported by the poleward extension of the upper cell that438

has the equatorward transport near the surface during this season (not shown).439

The southerly wind anomaly, +v, slightly reduces the positive water-mass trans-440

formation rate by the surface heat flux in winter, but amplifies the negative rate in sum-441

mer (red lines in Fig. 8(a,g)). These changes are related to the sea ice extent. In +v,442

–21–



manuscript submitted to JGR: Oceans

Water-mass transformation rate (Sv)

(a) , winter  +v (b) , winter  −v (c) Control, winter  

(d) , spring  +v (e) , spring  −v (f) Control, spring  

(g) , summer  +v (h) , summer  −v (i) Control, summer  

(j) , fall  +v (k) , fall  −v (l) Control, fall  

Figure 8. The water-mass transformation rate by surface heat flux (solid red) and fresh-

water flux (solid blue) in (a,d,g,j) +v, (b,e,h,k) −v, and (c,f,i,l) control run for austral (a-c)

winter (July-September), (d-f) spring (October-December) (g-i) summer (January-March) and

(j-k) fall (April-June). Positive values indicate an increase in the density of the sea water. The

transformation rate by freshwater flux is partitioned into the difference between evaporation and

precipitation (dashed green), and ocean-ice interaction that is the sum of brine rejection (dashed

purple) and sea ice melting (dashed orange).
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the larger sea ice extent in winter (Fig. 4(a)) limits the air-sea heat exchange more than443

in the control run, resulting in reduced heat loss. Leads and polynyas in Fig. 4(e) oc-444

cur in the water-mass of σ2 ∼ 37.7 kg m−3 and serve as a site of heat loss and densi-445

fication, as marked by the peak in the water-mass transformation rate in winter (Fig.446

8(a)). In summer, however, +v has a smaller sea ice extent than the control run, allow-447

ing more heat uptake and a greater negative transformation rate.448

The northerly wind anomaly leads to a marginal increase in the positive transfor-449

mation rate in winter when compared with CTRL (Fig. 8(b)). This increase occurs in450

the water-mass of σ2 ∼ 37.6 kg m−3 that can be found near 61◦S in winter where the451

sea ice concentration in −v is lower than CTRL. In summer, the size of negative water-452

mass transformation rate by the heat flux in −v is comparable with CTRL, but there453

is a shift of the negative peak toward higher density class in −v (Fig. 8(h)), which is as-454

sociated with the higher density of the surface water. The lower sea ice seasonal vari-455

ability in −v results in the reduced equatorward freshwater transport, leading to a higher456

surface density than the other simulations.457

5.2.2 Contribution from surface freshwater flux458

The freshwater flux can be partitioned by two components in this channel model:459

freshwater flux between atmosphere and ocean, and between sea ice and ocean. The fresh-460

water flux between atmosphere and ocean results from the difference between evapora-461

tion and precipitation, while sea ice formation and melting determine the freshwater flux462

between sea ice and ocean. The size of the water-mass transformation rate by freshwa-463

ter flux is generally smaller than that by heat flux in the control simulation, except where464

sea ice formation and melting occur (Fig. 8(c,f,i,l)). In winter, the sea ice production has465

a positive transformation rate in the highest density class, showing that it is directly in-466

volved with bottom water formation (dashed purple line in Fig. 8(c)). The water-mass467

that becomes the bottom water is cooled by surface heat fluxes at ≈ σ2 = 37.6. The468

final increase in density is supplied through brine rejection from sea ice formation. In469

spring and summer, the freshening of the surface water by sea ice melting occurs in a470

lower density class than that of sea ice formation, indicating that there is a net fresh-471

water transport from dense water-masses to lighter water-masses (dashed orange lines472

in Fig. 8(f,i)). The transformation rate by the freshwater flux between the atmosphere473

and the ocean shows a negligible contribution in the region south of the seasonal sea ice474
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zone with 37.2 kg m−3 > σ2 (dashed green lines in Fig. 8(c,f,i,l)), which can be explained475

by the presence of the sea ice that blocks the freshwater flux between them.476

The southerly wind anomaly amplifies the water-mass transformation rate by fresh-477

water flux (Fig. 8(a,d,g,j)). In particular, the sea ice formation and melting contribute478

to this amplification, showing nearly 10 Sv in winter and -10 Sv in spring, respectively.479

The increased positive transformation rate in winter is consistent with the intensifica-480

tion of the deep convection and the lower cell in +v (Fig. 7(b)). The enhanced lower cell481

leads to a systematic warming along the upwelling branch (Fig. 6(a,b)), which contributes482

to the sea surface warming and sea ice retreat in +v in summer when the surface tem-483

perature warming is nearly 1◦C. In spring, the enhanced negative transformation rate484

in the seasonal sea ice zone suggests the largest freshwater flux into the ocean by the sea485

ice melting among the three simulations, which is in agreement with the lowest sea ice486

extent in +v (Fig. 4(a)). This freshwater flux into the ocean leads to the lower surface487

salinity (Fig. 6(a,b)). Considering the transformation rates by both heat and freshwa-488

ter flux, the volume transport toward lower density class in spring is the greatest in +v,489

leading to a slight increase of the upper cell (Fig. 7(b)).490

In contrast, the deep convection is nearly absent in −v, and the sea ice formation491

and melting tend to occur only in the seasonal sea ice zone (Fig. 8(b,e,h,k)). As a re-492

sult, the lower cell loses its strength by nearly 50% compared with the control simula-493

tion (Fig. 7(c)). The weakening of lower cell reduces the upwelling of relatively warm494

water, leading to the decrease of sea surface temperature (Fig. 6(c,d)). The upper cell495

also slightly loses the strength, and this is in agreement with the reduced negative trans-496

formation rate in the seasonal sea ice zone, and increased surface salinity (Fig. 6(c,d)).497

The reduced intensity of the formation rate by brine rejection and sea ice melting is con-498

sistent with a smaller seasonal cycle of sea ice, which is indeed observed in −v (Fig. 4(a,b)).499

6 Conclusion and Discussion500

The surface wind near Antarctic sea ice plays a critical role in sea ice and oceanic501

processes that lead to bottom water formation and control the lower cell of the resid-502

ual meridional overturning circulation. In this study, we aim to answer the question of503

how the strength of the meridional wind influences sea ice distribution and ocean cir-504

culation in the Southern Ocean using observations and an idealized eddy-resolving cou-505
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pled ocean - sea ice model. The idealized configuration of the model allows us to elim-506

inate complications due to zonal asymmetry and interannual variability while success-507

fully reproducing not only the mean states of the sea ice and oceanic variables but also508

the two meridional overturning cells.509

The sea ice and oceanic states and meridional circulation show distinct responses510

depending on the sign of the perturbation in the meridional wind near the sea ice zone.511

The southerly wind perturbation increases the seasonal variation in the sea ice extent:512

broader sea ice extent in austral winter but smaller in austral summer compared with513

the control simulation. The seasonal variation in the sea ice volume also becomes greater514

than the control simulation, indicating the enhancement of sea ice production and the515

equatorward freshwater transport. There is a substantial increase in leads and polynyas516

under the southerly wind perturbation in winter, where there is an oceanic heat loss and517

salt flux into the ocean due to sea ice formation. The water-mass transformation rate518

analysis reveals that these changes in the surface buoyancy flux result in volume fluxes519

towards higher density classes, eventually forming bottom water. The enhancement of520

bottom water formation strengthens the lower cell of the residual meridional overturn-521

ing circulation and increases the rate at which relatively warm water is upwelled towards522

the summertime sea ice edge, promoting more sea ice melt there.523

The northerly wind perturbation leads to the opposite response in the sea ice and524

ocean circulation. The seasonal variation of the sea ice extent is reduced with summer-525

time extent increased and wintertime extent decreased. The sea ice volume, however, is526

larger in the −v simulation than the other two simulations in all seasons, suggesting that527

the thickness of the sea ice is the greatest with the northerly meridional wind pertur-528

bation. This is especially true in winter when sea ice extent is the smallest, but volume529

is largest. The larger volume of sea ice in higher latitudes (south of 65◦S) suppresses the530

surface buoyancy flux and the formation of bottom water, as shown by the water-mass531

transformation analysis. As a result, the lower cell and the upwelling of the relatively532

warm water weaken, contributing to greater sea ice extent and volume in the summer.533

The simplicity of this study may not fully explain the observed and anticipated changes534

to sea ice and ocean circulation, especially if the wind forcing has zonally asymmetric535

components and interacts with orography. In addition, the time-invariant wind pertur-536

bations in our experiments are not consistent with the seasonal differences in the observed537
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meridional wind trend (Hazel & Stewart, 2019). These shortcomings will be addressed538

in future studies where the meridional wind perturbations force a global ocean - sea ice539

model.540

The results from this idealized model clearly show that meridional wind pertur-541

bations near the Antarctic sea ice region can have substantial and widespread impacts542

on the sea ice and ocean circulation. A series of well-coordinated processes between the543

sea ice and buoyancy-driven ocean circulation deliver the impact of surface wind per-544

turbations down to the bottom of the Southern Ocean, emphasizing the importance of545

better representing the meridional winds for a more accurate simulation of the sea ice546

and the Southern Ocean. This is particularly important given that there is a relatively547

large spread in the surface wind among the existing reanalysis products (Dong et al., 2020).548

Hence, the results from this study may provide a guideline on what to anticipate in sea549

ice and Southern Ocean simulations when a particular reanalysis product is chosen to550

force the model.551

The results from these simple experiments also show how to connect interannual552

and long-term sea ice variability to the meridional wind. As discussed in section 2, ob-553

served sea ice extent anomalies are correlated with meridional wind anomalies in both554

summer and winter. In addition, future projections of meridional wind near the Antarc-555

tic sea ice indicate we should anticipate wind driven changes to the sea ice and oceanic556

states in the Southern Ocean. CMIP6 models suggest an overall weakening of the southerly557

wind by 2% and 7% at the end of the century under the SSP2-4.5 and SSP5-8.5, respec-558

tively, but local changes in the meridional wind range between approximately −0.5 and559

0.5 m s−1 (Neme et al., 2022). If the results from this study are linearly applied, then560

these meridional wind perturbations could result in a change of up to 25% in the strength561

of the lower cell locally. If these meridional wind changes align with dense shelf water562

formation regions, then we are likely to see significant changes to the formation of bot-563

tom water.564
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Data Availability Statement565

The satellite sea-ice concentration data used in the study are available at NASA566

National Snow and Ice Data Center (https://nsidc.org/data/NSIDC-0051/versions/567

2). The ERA5 reanalysis data for 10-meter winds can be accessed from the Copernicus568

Climate Data Store (https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis569

-era5-single-levels-monthly-means?tab=form). Both datasets are freely available570

with citations DiGirolamo et al. (2022) and Hersbach et al. (2023) respectively. The MIT-571

gcm can be obtained from http://mitgcm.org website. The model’s configuration and572

output are available upon request.573
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