
MNRAS 000, 1–13 (2025) Preprint 19 February 2025 Compiled using MNRAS LATEX style file v3.3

Long Transit Time from the Seafloor to the Ice Shell on Enceladus

Yixiao Zhang,1★ Suyash Bire,1,2 Shuang Wang,1 Anika Nath,1 Ali Ramadhan,1 Wanying Kang,1
and John Marshall,1
1Earth, Atmospheric, and Planetary Sciences, Massachusetts Institute of Technology, Cambridge, MA 02139 US
2 Centre for Climate Studies, Indian Institute of Technology Bombay, Powai, Mumbai, Maharashtra 400076, India

Accepted XXX. Received YYY; in original form ZZZ

ABSTRACT
Tidal heating within the rocky core of Enceladus can drive convection in the ocean, providing a conduit between the sea floor
and the ice shell. This heating may be focused into narrow stripes, enhancing local heating rates that could trigger convection.
Here, we use high-resolution numerical simulations to investigate the transport of tracers from the seafloor to the ocean top
due to convection initiated by bottom heating patterns. For parameters typical of Enceladus, we find that horizontal temperature
gradients induced by uneven bottom heating patterns generate turbulent vortices due to baroclinic instability. The resulting lateral
mixing rapidly smooths out the details of the bottom heating pattern, mixing away lateral temperature gradients by the time
the plume reaches the ocean top. The natural Rossby number, a non-dimensional number that characterizes the importance of
rotation, is identified as a controlling parameter. Small natural Rossby numbers correspond to rotationally-dominated plumes,
vigorous lateral mixing, and slow vertical transport. Large natural Rossby numbers correspond to nonrotating plumes that rapidly
bring tracers to the ocean top with limited lateral spreading. We establish a scaling between the vertical transit time and the
natural Rossby number, which predicts a transit time of tens of years or more across the ocean of Enceladus. This long transit time
is inconsistent with an association between silicon-rich particles in the E ring of Saturn and hydrothermal activity on Enceladus
transporting silica particles from the core to the surface. Finally, a detailed regime diagram is presented to summarize our results.
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1 INTRODUCTION

The ocean (Iess et al. 2014; Thomas et al. 2016) beneath the Ence-
ladus ice shell makes it a compelling target for life searching beyond
the earth. The heat used to sustain the ocean originates from tidal
dissipation in the ice shell or the silicate core, as Enceladus revolves
around Saturn in an elliptical orbit (Beuthe 2016; Choblet et al. 2017;
Beuthe 2018, 2019). This heat production is concentrated toward the
South Polar Region of Enceladus, keeping the polar ice shell thin-
ner than elsewhere, which then leads to formation of active geysers
that features high surface temperature and vigorous outgoing en-
ergy flux (Porco et al. 2006; Abramov & Spencer 2009; Čadek et al.
2016; Tajeddine et al. 2017; Hemingway & Mittal 2019; McKin-
non & Schenk 2021). The geysers there continuously eject materials
from the interior of Enceladus into space. In the ejecta, various con-
stituents have been detected, including water, sodium salt, carbon
dioxide, simple organic compounds, and silica particles (Waite et al.
2006; Postberg et al. 2009, 2018; Taubner et al. 2018). Hydrothermal
activity has been hypothesized to occur on the seafloor of Enceladus,
to generate detected silica particles (Hsu et al. 2015). Since particles
grow in a saturated solution, an upper bound of several weeks/months
can be placed on the transit time from the seafloor to the ice shell,
based on the observed particle size (Hsu et al. 2015). Transit times
deduced from a consideration of fluid mechanics range from several
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weeks, based on free-fall scaling (Sekine et al. 2015; Choblet et al.
2017; Schoenfeld et al. 2023), to hundreds of years or beyond, based
on timescales for diffusive processes or rotating convection (Kang
et al. 2022; Zeng & Jansen 2021; Bire et al. 2023). To narrow uncer-
tainties, it is crucial to understand the nature of fluid motion triggered
by purported concentrated heat sources on the seafloor (Choblet et al.
2017).

Attempts to estimate transit time due to hydrothermal sources were
begun with Europa, an icy moon of Jupiter. Using both numerical
simulations and laboratory experiments, convective plumes on Eu-
ropa have been shown to remain concentrated as they penetrate up
from the seafloor to the ice shell. In Europa’s parameter regime, the
dilution is inhibited by a rim current that develops around the plumes
(Collins et al. 2000; Thomson & Delaney 2001; Goodman et al.
2004; Vance & Goodman 2009; Soderlund et al. 2014; Goodman
& Lenferink 2012). The transit time is estimated to be around 15-
20 days for hydrothermal plumes energized by localized heat fluxes
of 10 GW, initiating a single giant plume; see Vance & Goodman
(2009), whose peak is of the order of 10 ∼ 100 W m−2 (Goodman
et al. 2004; Goodman & Lenferink 2012). On Enceladus, the heat
source is estimated to be rather weaker (peak at 10 W m−2, Choblet
et al. 2017). Taking into account that gravity is ten times weaker, the
thermal expansion coefficient is smaller due to low salinity and lower
pressure, the buoyancy forcing at the seafloor of Enceladus is likely
two orders of magnitude weaker than on Europa. At this forcing level,
plume instability might be expected and has been reported (Bush &
Woods 1999; Kang et al. 2022; Bire et al. 2023). As plumes become
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unstable and scatter horizontally, one may expect the vertical tracer
transport to slow down and the tracer concentration to decrease (Zeng
& Jansen 2021; Kang et al. 2022; Bire et al. 2023).

The goal of this study is to answer two related questions: (1) Do
plumes emanating from the sea floor on Encleladus remain concen-
trated until they impact the ice shell?; (2) How long does it take for
them to transport tracers from the seafloor to the ice? Motivated by
Choblet et al. (2017), we consider a heat source concentrated along
a straight line. Before a plume undergoes instability, the integrated
heat flux 𝑄 (line) across the line source governs its dynamics (units
of W m−1), enabling us to define a natural Rossby number,

Ro★(line) =
1
𝐻

(
𝐵 (line)

(2Ω)3

) 1
3

, (1)

where 𝐻 is the ocean depth; 𝐵 (line) is the buoyancy flux integrated
across the line source (𝐵 (line) = 𝛼𝑔𝑄 (line)/𝜌0𝑐𝑝 , where 𝛼, 𝜌0, and
𝑐𝑝 is the thermal expansion coefficient, density, and specific heat
capacity of seawater, respectively); and Ω is the rotation rate of the
moon. This non-dimensional number captures the ratio between the
rotational length scale (Jones & Marshall 1993) and the ocean depth
𝐻, and determines whether the plume will remain concentrated or,
due to its instability, spread laterally.

After the plume destabilizes and spreads laterally (Bush & Woods
1999; Kang et al. 2022; Bire et al. 2023), the upward heat flux
becomes horizontally homogenized, so that the area-averaged heat
flux 𝑄 (area) (in units of W m−2) replaces 𝑄 (line) in governing the
subsequent evolution. In this regime, the dynamics is governed by
the area-averaged Rossby number,

Ro★(area) =
1
𝐻

(
𝐵 (area)

(2Ω)3

) 1
2

, (2)

where 𝐵 (area) is the average buoyancy flux prescribed at the bot-
tom (𝐵 (area) = 𝛼𝑔𝑄 (area)/𝜌0𝑐𝑝). Ro★(area) is identical to the natu-
ral Rossby number introduced in oceanography in the 1990s Jones
& Marshall (1993); Maxworthy & Narimousa (1994) as the ratio
between a rotational length scale and the depth of the ocean. We
also note that Ro★(area) is the square root of the modified flux
Rayleigh number (Ra★F = 𝐵 (area)/(2Ω)3𝐻2) commonly used in ro-
tating Rayleigh-Bénard convection (Christensen & Aubert 2006; Au-
rnou et al. 2020). This non-dimensional number describes how many
rotation periods it takes for the array of rotation-governed helical
plumes to penetrate the ocean depth (Fernando et al. 1991; Jones
& Marshall 1993; Maxworthy & Narimousa 1994; Aurnou et al.
2003, 2020; Bire et al. 2022, 2023). For Enceladus, since the to-
tal heat production is on average 𝑄 (area) = 0.04 W m−2 over the
globe (Sekine et al. 2015; Choblet et al. 2017; Hemingway & Mittal
2019; Ermakov et al. 2021; Nimmo et al. 2023), Ro★(area) is sub-
ject to an upper bound of 2 × 10−6, assuming 𝛼 = 1 × 10−5 K−1,
𝜌0 = 1.02×103 kg m−3, 𝑐𝑝 = 4×103J kg−1 K−1 (Soderlund 2019),
Ω = 5.3 × 10−5 s−1, 𝑔 = 0.1 m s−2 and 𝐻 = 40 km (Čadek et al.
2016; Tajeddine et al. 2017; Hemingway & Mittal 2019; McKinnon
& Schenk 2021). Ro★(area) puts a strong constraint on the behavior
of convective plumes in the ocean of Enceladus and will be the key
to connecting numerical simulations, laboratory experiments, and
realistic icy moons.

Our paper is organized as follows. We describe our model design
and how we diagnose the transit time in Sect. 2; the phenomena of
the reference simulations for Enceladus are described in Sect. 3; we
present scaling laws for the evolution of line plumes and describe
various plume geometries under different parameters in Sect. 4; we
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Figure 1. Schema showing the setup of our numerical simulation. Panel (A)
is a diagram of Enceladus, the ocean of which is treated as a spherical
shell. Ocean circulation is driven by bottom heating (red curved arrows) and
modulated by the rotation of the moon (represented by the green arrows shown
on the right side). The dashed purple lines mark the tangent cylinder. The
blue box at the South Pole represents the domain of our regional simulations
and is depicted in Panel (C) in better detail. Panel (B) shows the setup of our
near-global simulation. The domain is a Cartesian box: 𝑥 and 𝑦 directions
represent east and north, respectively, and the domain extends from the South
Pole to the North Pole latitudinally. The bottom heating is focused into stripes
(marked red in Panel (B)) in analogy to Choblet et al. (2017). f includes both
the traditional and non-traditional components of the Coriolis acceleration and
varies with latitude. The purple curve marks the tangent cylinder that follows
f locally: the dotted lines connect the tangent cylinder in spherical geometry
(Panel (A)) to that in Cartesian geometry (Panel (B)). Panel (C) is a schema
of our regional simulation. The domain is a 20 km × 20 km × 20 km box.
The bottom heating is focused over a single strip, and f = −2Ωẑ everywhere.
Panels (A) and (B) are adapted from Fig. 1 of Bire et al. (2022).

derive scalings for the transit time in Sect. 5; Sect. 6 presents our
conclusions.

2 METHODS

The ocean of Enceladus can be viewed as a layer of fluid confined
between the seafloor and the ice shell, strongly influenced by rota-
tion, and heated from below (Fig. 1(A)). Here we neglect circulation
induced by the interaction of the ocean with the ice above, but this is
discussed in....... We solve the Boussinesq equation:

𝜕𝑡u + u · ∇u + f × u = −∇𝑃 + 𝑏ẑ + 𝜈∇2u, (3)
𝜕𝑥𝑢 + 𝜕𝑦𝑣 + 𝜕𝑧𝑤 = 0, (4)

𝜕𝑡𝑇 + u · ∇𝑇 = 𝜅∇2𝑇, (5)
𝑏 = 𝛼𝑔(𝑇 − 𝑇ref), (6)

where u = 𝑢x̂ + 𝑣ŷ + 𝑤ẑ is the three-component velocity; f is the
Coriolis parameter; 𝑃 is a scale field that represents pressure divided
by the reference density; 𝑏 is buoyancy 𝑏 (𝑏 = −𝑔𝛿𝜌/𝜌0, where
𝛿𝜌 is the density anomaly due to temperature perturbations); 𝜈 and
𝜅 are viscosity and diffusivity; 𝑇 is temperature and 𝑇ref = 0◦C is
the reference temperature; 𝛼 is thermal expansion coefficient. We
prescribe a bottom heat flux and relax the temperature at the upper
boundary to 𝑇ref = 0◦C. The initial condition is one of no motion
and a uniform temperature of 𝑇ref .

We adopt a linear equation of state (Eq. 6), in which the thermal
expansion coefficient 𝛼 is constant in each simulation. We consider
two values of 𝛼: 1 × 10−5 K−1 and 1.67 × 10−4 K−1 in different
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simulations (see Tables A1 and A2). The uncertainty in 𝛼 comes
from the uncertainty of the mean salinity of the ocean in Enceladus.
The ratio of 𝜈 to 𝜅 (the Prandtl number Pr) is set to unity in all our
simulations (see Tables A1 and A2 for 𝜈 in each simulation).

We consider two domains: 1) near-global and 2) regional. Al-
though the aforementioned parameters apply to both our near-global
and regional simulations, there are differences in domain size, Cori-
olis parameter f , and the bottom heat flux pattern, as indicated below.

In our near-global simulations (Fig. 1(B)), a Cartesian coordinate
system is used to represent the spherical geometry, as described in
Bire et al. (2022) and Zhang et al. (2024). The domain is [0, 𝐿𝑥] ×
[−𝜋𝑅, 𝜋𝑅] × [−𝐻, 0] for (𝑥, 𝑦, 𝑧), where 𝐿𝑥 = 50 km is the zonal
extent of the domain; 𝑅 = 252 km is the radius of Enceladus; and 𝐻

is the depth of the ocean. The Coriolis parameter f follows the deep
𝛽-plane configuration (Grimshaw 1975; Dellar 2011):

f = 2Ω (cos (𝑦/𝑅) ŷ + sin (𝑦/𝑅) ẑ) , (7)

preserving the angle between f and g. In our reference near-global
simulations, we concentrate the bottom heat flux along five randomly
placed strips on the seafloor, in the spirit of Choblet et al. (2017)
(Fig. 1(B)). This is the main difference between our near-global sim-
ulations and those of Bire et al. (2022). The global mean bottom
heat flux in the reference simulation is 1 W m−2. This results in a
low Rossby number that is closest to a realistic value, although the
real value for Enceladus is likely even lower. In addition to this refer-
ence near-global simulation, we perform additional simulations with
different bottom heating values and patterns to test their effects on
convection and associated transit time (Table A1). The three “stripy”
bottom heating patterns used in our study are shown in Fig. A2.
The diffusivity (𝜈) is set to 2 × 10−2 m s−2 in all our near-global
simulations.

In our regional simulations (Fig. 1(C)), the domain is a box of
20 km × 20 km × 20 km. We adopt an 𝑓 -plane with f = −2Ωẑ ev-
erywhere. Our regional simulations use an isotropic resolution of
40 meters, much higher than the 300 m resolution in our near-global
simulations and Bire et al. (2022). In our reference simulation, we
focus bottom heating over a single stripe (Fig. 3(B1)). We tested
different bottom heating strengths and source widths and also per-
formed a group of regional simulations with uniform bottom heating
(Table A2). Diffusivity (𝜈) is 1 × 10−4 m s−2 in our reference re-
gional simulations: tests shows that sensitivity to 𝜈 (𝜅) is small in our
simulations (Fig. A1).

We perform our simulations on GPUs using Oceananigans (Ra-
madhan et al. 2020). Spatial discretization uses a staggered Arakawa
C-grid (Arakawa & Lamb 1977); the time integration is done with
a 3rd-order Runge-Kutta method (Le & Moin 1991). We use a
fifth-order WENO (weighted essentially non-oscillatory advection)
scheme (Shu 2009) to calculate the advection terms in Equations 3
and 5. A non-hydrostatic solver is used and a three-dimensional Fast
Fourier Transform employed to calculate 𝑃 in Eq. 3.

To diagnose transport characteristics and, in particular, the bottom-
to-top transit time, we release 106 passive neutrally buoyant La-
grangian particles in the regions where bottom heating is applied,
similar to Bire et al. (2023). These particles follow the motion of the
fluid, representing how passive tracers, such as chemicals and small
particles, are transported by the fluid. By measuring when they reach
the top of the ocean (defined as the top 10% of the depth of the whole
ocean), we get a distribution of the transit times. In most cases, we
focus on the minimum transit time, which represents the likely fastest
transport timescale. Later, we will see that even the minimum transit
time is long compared to the chemical survival timescale of silicon
particles assumed in Hsu et al. (2015) (Sect. 5).

3 PHENOMENOLOGY OF REFERENCE SIMULATIONS

Although the bottom heating is focused along stripes, the plumes
laterally mix well before reaching the mid-level of the ocean (Fig. 2).
Fig. 2 shows the evolution of temperature. At time = 137 Earth days,
the warm plume water is still isolated and local to the heat sources
(Fig. 2(A)). However, at time = 2744 Earth days, these initially iso-
lated plumes merge into a large joint plume, (Fig. 2(B)) in which
one cannot detect features of the prescribed bottom heating pattern
(Fig. 2(A) and Fig. A2(A)). This merged plume continues to expand
until it occupies the whole domain and becomes laterally well-mixed
(Fig. 2(C)). The evolution of the temperature profile in this simula-
tion resembles that of passive tracers released on the seafloor Zeng
& Jansen (2021), although they use uniform heating at the bottom.
This shows that details of the bottom pattern are lost during vertical
heat transmission.

The lateral mixing in our reference simulation (Fig. 2) is the com-
bined effect of baroclinic instability (BCI) and the presence of zonal
jets. In this simulation, the diffusivity 𝜅 is set to 2 × 10−2 m2 s−1,
which implies a diffusive length scale (2

√
𝜅𝑡) of only 3 km at

𝑡 = 2744 days, far smaller than the width of the domain. This in-
dicates that the strong lateral mixing observed here cannot be due to
diffusion alone.

BCI occurs in the presence of horizontal temperature gradients.
The temperature contrast between the center of the plume and the
ambient seawater provides the needed conditions. As a result of
BCI, the buoyant water emanating from the plumes is mixed with
the ambient denser water (Saunders 1973; Jones & Marshall 1993;
Speer & Marshall 1995). Similar phenomena have been observed
in laboratory experiments by Bush & Woods (1999) in which the
evolution of a line plume is studied in both stratified and unstratified
environments. The radius of the resulting vortices and the height
of onset of BCI are reported to be (5.3 ± 1.0) (𝐵 (line) )

1
3 /2Ω and

10(𝐵 (line) )
1
3 /2Ω, respectively (Bush & Woods 1999). This will be

tested further in our regional simulations in Sect. 4.1.
Under the influence of rotation, the kinetic energy generated by

both convective and baroclinic instability cascades toward large
scales and is eventually arrested by the 𝛽-effect at the Rhines scale,
creating alternating zonal jets (Aurnou et al. 2007; Heimpel & Au-
rnou 2007; Ashkenazy & Tziperman 2021; Bire et al. 2022). These
zonal jets further carry convective plumes downstream. Thus, it is
easier for temperature anomalies to disperse in the zonal direction
than in the meridional direction. This importance of the partition-
ing nature of zonal jets was also noted by Aurnou et al. (2007) and
Lemasquerier et al. (2023).

Eddy-induced lateral mixing is also a dominant feature of our
reference regional simulation (Fig. 3). Convection in this simulation
is driven by bottom heating focused on a single stripe (Fig. 1(C)).
Initially, the plume only develops where bottom heating is applied
(Fig. 3(A)). Fast rim currents develop along the periphery of the line
plume (Speer & Marshall 1995), which eventually leads to the split
of the plume and the formation of multiple smaller circular plumes
with weaker rim currents (Jones & Marshall 1993; Bush & Woods
1999; Goodman et al. 2004; Goodman & Lenferink 2012; Bire et al.
2023), during which a significant entrainment of cold ambient water
occurs. The vortices formed from the instability scatter from the heat
sources, transporting heat away. After hundreds of rotation periods,
the plume becomes one order wider than the bottom heating stripe
(Fig. 3(B,C)). Vortices can be seen in the 𝑥-𝑦 plot of temperature at 5
km above the seafloor (Fig. 3(B)). Due to the small Rossby number,
they are aligned with the rotational axis, forming Taylor columns
(Kang et al. 2022; Bire et al. 2022). The flow patterns resemble a
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Figure 2. Plume evolution in the reference near-global simulation. The box in each panel is the domain of the simulation as in Fig. 1(B). Panels (A) and (B)
show the longitude-latitude temperature pattern at the seafloor, while Panel (C) shows that for the middle depth. The plumes initially grow from the bottom heat
sources but quickly become well-mixed before reaching the ocean top, especially in the zonal direction.
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Figure 3. Plume evolution in the reference regional simulation. Panels (A,B,C) show the temperature distribution at several cross sections at different times.
The horizontal cross section is set to 5 km above the seafloor. Since the domain is horizontally double periodic, the front and back walls refer to the same
vertical cross section that is perpendicular to the bottom heating stripe. The plume driven by a line buoyancy source spreads horizontally and eventually becomes
laterally well-mixed due to baroclinic instability.

gas of vortices on an 𝑓 plane (Thompson & Young 2006; Gallet &
Ferrari 2020). The plume eventually becomes laterally well mixed
above 6 km. The 𝑥-𝑦 view of temperature at 5 km above the seafloor
shows almost no signature of the bottom heating pattern (Fig. 1(C)).
Beyond this level, details of the bottom heating pattern will not play
a role in transport efficiency.

By following Lagrangian particles, we find that the transit time
exceeds 30 years, 2 orders of magnitude greater than the prediction
given by the free-fall scaling (Schoenfeld et al. 2023), but in line with
the prediction given by Zeng & Jansen (2021) and Kang et al. (2022).
It should be noted that, to compensate for limits in computational
resources, this reference simulation uses a domain-averaged bottom
heating of 0.627 W m−2. This is at least one order of magnitude
larger than the upper bound of the realistic value for Enceladus of
0.04 W m−2 (Čadek et al. 2016; Choblet et al. 2017). This means
that the actual transit time on Enceladus is likely even longer. We
will further discuss the scaling for the transit time in Sect. 5.

Our reference simulation motivates a simple model for plume evo-
lution and a scaling for the transit time which is presented in Sect. 4.
The plume evolution can be broken into two stages: an isolated line
plume and laterally well-mixed convective turbulence, depending on

whether the plume has reached the side boundaries or not. The for-
mer corresponds to Panels (A) and (B) of Fig. 3, while the latter
corresponds to Panel (C). The mathematical descriptions of these
two stages are given in Sec. 4.1 and Sec. 5 respectively. Further-
more, both our regional and global simulations indicate that plumes
on Enceladus will likely not remain concentrated because of mixing
induced by BCI and zonal jets. This strong lateral mixing implies a
long transit time from the seafloor to the ocean top with two processes
at work. Firstly, trajectories of particles are no longer straight upward
as previously assumed but involve significant horizontal stochastic
motion. Secondly, the details of the bottom heating are smoothed out,
and thus the transit time depends more on the domain averaged bot-
tom heating (smaller than 0.04 W m−2) than on the local maximum
(several W m−2). Based on this, in Sect. 5 we propose a scaling law
for transit time on Enceladus.
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4 DOES THE PLUME ENVELOPE AND HEATING
PATTERN PROJECT ONTO THE ICE SHELL?

4.1 Free line plume development in an infinite domain

The first stage of the reference regional simulation can be conceptu-
alized as a line plume along the strip of bottom heating. We seek to
express the evolution of the half-width 𝑙 and height ℎ of the plume as
a function of the controlling parameters and time 𝑡, after the plume
has progressed far enough to neglect the finite width of the bottom
source, but before it undergoes instability or encounters the upper or
lateral boundaries. In this case, we may describe the bottom heating
as a geometric line, from which emanates a buoyancy flux 𝐵 (line) (in
units of m3 s−3), and the domain can be viewed as infinite.

The key physical parameters in the system are the buoyancy flux
line density 𝐵 (line) and the background rotation rate Ω. Combining
these two parameters gives us the only length scale in the system

𝑙
(line)
rot =

(
𝐵 (line)

) 1
3

2Ω
, (8)

which is known as a rotational length scale (Jones & Marshall 1993;
Speer & Marshall 1995; Bire et al. 2022). The Coriolis force begins
to dominate the evolution of the plume at a height of order 10𝑙 (line)

rot
(Bush & Woods 1999).

Dimensional analysis requires that 𝑙 (or ℎ), when normalized by
𝑙
(line)
rot , be a function of nondimensional time 𝑡 (represented as 𝑙 or
ℎ̃):

𝑙/𝑙 (line)
rot = 𝑙 (𝑡), ℎ/𝑙 (line)

rot = ℎ̃(𝑡) (9)

where 𝑡 is the number of rotation periods: Ω𝑡/(2𝜋).
In Fig. 4(A,B), we plot 𝑙/𝑙 (line)

rot and ℎ/𝑙 (line)
rot from our regional

simulations against 𝑡. These simulations use various bottom heating
strengths, background rotation rates, and domain sizes (Table A2).
Data from simulations with different rotation rates and heat fluxes
overlap with each other, supporting our dimensional analysis. We
construct empirical laws for 𝑙/𝑙 (line)

rot (and ℎ/ℎ (line)
rot ) using log-log

linear regressions to obtain power laws (the black dashed lines in
Fig. 4(A,B)).

It takes several rotation periods for the Coriolis force to influence
the flow. Up until that time, the plume behaves as if the fluid were not
rotating. (Jones & Marshall 1993; Maxworthy & Narimousa 1994).
Thus, 𝑙 and ℎ are expected to depend on 𝐵 (line) and 𝑡 but not on Ω.
Writing out Eq. 9: 𝑙 = (𝐵 (line) )

1
3 (2Ω)−1 𝑙 (Ω𝑡/2𝜋), we find 𝑙 must

be a linear function to ensure thatΩ cancels out. For the same reason,
ℎ̃ must also be a linear function. This prediction is tested against our
simulations in Fig. 4(A,B) which shows the half-width 𝑙 and height
ℎ of the line plume plotted as a function of non-dimensional time
𝑡. Fitting the data with power laws gives exponents of 0.97 ± 0.02
and 0.98 ± 0.02 (where ± indicates one sigma uncertainty) for 𝑙 and
ℎ, respectively. The plume height and width, both linear functions
of time, implies that the aspect ratio of the plume does not change
over time. This is consistent with the wedge-shaped non-rotating line
plume in the classic model which has a half angle of (6/5)𝛼, where
𝛼 is the entrainment coefficient (Morton et al. 1956).

When 𝑡 > 1, rotation begins to play a role. The half-width of the
plume 𝑙 grows faster than the plume height ℎ (Fig. 4(A,B)). The
fitted dependence of 𝑙/𝑙 (line)

rot and ℎ/𝑙 (line)
rot on 𝑡 has exponents of

0.76 ± 0.04 and 0.49 ± 0.05 (one sigma), respectively. It is evident
that 𝑙/ℎ decreases with time, as follows 𝑡−0.3. This agrees with the
plume evolution of the reference simulation (Fig. 3), in which the
plume reaches the side boundaries before the ocean top. The faster

growth of 𝑙 compared to ℎ is likely due to BCI, which generates
vertically aligned vortices with large horizontal velocities. Similar
phenomena also occur in point plumes in fast-rotating environments:
the plume height stops growing after the onset of BCI, while the
plume width starts to increase (Goodman & Lenferink 2012; Bire
et al. 2023).

4.2 Four possible plume geometries in a finite domain

The geometry of the plumes in a finite domain depends on two key
non-dimensional numbers: the natural Rossby number Ro★(line) ≡
𝑙
(line)
rot /𝐻 (Eq. 1) and the aspect ratio Γ defined as:

Γ ≡ 𝐿/𝐻 (10)

Ro★(line) determines whether the plume will be influenced by rota-
tion and whether BCI occurs or not (Goodman et al. 2004; Bire et al.
2022); Γ controls whether the line plume reaches the ocean top or
side boundaries first. Since our regional simulations use doubly peri-
odic boundary conditions, 𝐿 actually represents the distance between
the bottom heating stripes under periodic extensions. For realistic icy
moons like Enceladus, 𝐿 is a measure for the sparseness of bottom
heating features.

Comparing the key heights and widths of a free line plume with
the domain height and width, we can determine the geometry of the
plume when it reaches the upper surface. In the nondimensional pa-
rameter space spanned by Ro★(line) and Γ, we identify 4 different
regimes, depending on whether the plume reaches the side or top
boundary first and whether the rotational effects dominates eventu-
ally. The former is demarcated by the black curve, while the latter
is demarcated by the red curve in Fig. 5. The complete derivation is
given in Sect. A. The characteristic of these regimes are:

(i) Non-rotating line plume. With large Ro★(line) and large Γ

(the upper right corner of Fig. 5), the plume is wedge shaped as
in the classic model of nonrotating plumes, a consequence of the
entrainment of ambient water into the plume (Morton et al. 1956).
This behavior indicates that the bottom heating pattern cannot be
exactly projected onto the ocean top even for very strong bottom
heating because of the inevitable presence of entrainment.

(ii) Non-rotating well-mixed turbulence. With large Ro★(line)

and small Γ (the lower right corner of Fig. 5), the wedge-shaped
plume reaches the lateral boundaries first. The plume then mixes
vertically and also becomes horizontally well-mixed. Eventually, the
plume becomes similar to that driven by uniform bottom heating.

(iii) Fast-rotating line plume. With small Ro★(line) and large Γ

(the upper middle sector Fig. 5), the plume is strongly influenced by
the Coriolis effect in the early stage, and thus is no longer wedge-
shaped. Numerical simulations for point plumes in the ocean of
Europa by Goodman & Lenferink (2012) fall into this regime (green
shading in Fig. 5), and qualitative similar behavior has been found
in them. After reaching the ocean top, the line plume undergoes BCI
and splits the plume into vortices, transporting heat away from the
source.

(iv) Fast-rotating well-mixed turbulence. For small Ro★(line)

and large Γ (the lower left corner of Fig. 5), the initial development
is similar to the previous rotating line-plume regime. The plume
undergoes BCI and transports heat away from the source, filling
the entire horizontal domain. Thereafter, the temperature pattern
becomes horizontally well mixed, and the dynamics resemble those
forced by uniform bottom heating. This regime will be discussed in
Sect. 5.
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Figure 4. Development of line plumes and convective turbulence. Panels (A) and (B) show the half-width 𝑙 and height ℎ of a line plume normalized by 𝑙
(line)
rot

(Eq. 8) as a function of time in units of rotation periods; Panel (C) show the height of well-mixed convective turbulence normalized by 𝑙
(area)
rot (Eq. 11) as a

function of time in units of rotation periods. Black dashed lines are best fits, and the red dashed line in Panel (C) represents the scaling in Fernando et al. (1991).
Each line represents one simulation (Table A2), and its color indicates the Ro★(area) of the corresponding simulation.

5 TRANSIT TIME WITH UNIFORM BOTTOM HEATING

If the domain is tall enough for the plume to fall in the “fast rotat-
ing well-mixed turbulence” regime (Fig. 3(C)), the plume undergoes
instability, which then leads to lateral homogenization of the heat
flux. Beyond the level of homogenization, the detailed pattern of
heat flux at the bottom no longer influences the dynamics and trans-
port. Instead, the domain-averaged buoyancy flux 𝐵 (area) (in units of
m2 s−3) and the background rotating rate Ω become the key param-
eters that govern the transport efficiency. In this section, we consider
the convective transit time forced by a uniform bottom heat flux.

Similar to Eq. 8, we define a rotation length scale following Fer-
nando et al. (1991); Bire et al. (2022):

𝑙
(area)
rot =

(
𝐵 (area)

(2Ω)3

) 1
2

. (11)

Note that the ratio of 𝑙 (area)
rot and 𝐻 defines the area-averaged natural

Rossby number Ro★(area) (Eq. 2, Jones & Marshall 1993; Maxwor-
thy & Narimousa 1994).

In Fernando et al. (1991) (hereafter FCB91), it has been hypoth-
esized that the plume height 𝐻 should grow at the characteristic ve-
locity of convective turbulence: 𝑢 (area)

rot ≡ (𝐵/2Ω)
1
2 (Bire et al. 2022;

Aurnou et al. 2020). In their lab experiments, the height of convective
turbulence follows ℎ ≈ 0.7(𝐵 (area)Ω−3)

1
2 Ω𝑡, which yields a transit

time in units of rotation periods for a given height 𝐻:

Ω𝜏
(FCB91)
transit /2𝜋 = 0.08 Ro★(area) −1

(12)

This is broadly consistent with our simulations (Fig. 4(C)), although
the least square regression yields an exponent of 0.81 ± 0.09 (one
sigma), instead of 1. Using our best fit (black line and equation in
Fig. 4(C)), the formula for the transit time in units of rotation periods
is:

Ω𝜏
(fit)
transit/2𝜋 = 0.0078 Ro★(area) −1.23

. (13)

The above two scalings are plotted in Fig. 6. For the small Ro★(area)

on Enceladus, for example, 1× 10−6, the relative difference between
𝜏
(FCB91)
transit and 𝜏

(fit)
transit is approximately a factor 2, while both have an

order of 105 rotation periods.
When the domain is too shallow for the plume to be influenced

by rotation (Ro★(area) > 1), the height of the plume follows ℎ ≈
0.3(𝐵 (area) 𝑡3)

1
2 (Fernando et al. 1989). Replacing ℎ with 𝐻 and 𝑡

with 𝜏transit, we obtain the formula for the transit time for non-rotating
well-mixed turbulence:

𝜏
(nonrot)
transit = 1.4 𝐻

2
3 𝐵− 1

3 . (14)

After multiplying both sides of Eq. 14 by Ω/2𝜋, the left hand side
becomes the nondimensional transit time, while the right hand side

becomes 0.11 Ro★(area)
2
3 . This relation suggests plotting 𝜏

(nonrot)
transit in

Fig. 6, even though Ω is a redundant parameter in this nonrotating
regime.

In Fig. 6, we also overlay the transit time diagnosed from our
regional and near-global simulations (gray dots, crosses, and squares)
and the lab results from FCB91 (red crosses). They all generally agree
with our scaling predictions, regardless of the different domain sizes
and bottom heating patterns.

We may infer the transit time from previous studies on Rayleigh-
Bénard convection with rotation (Gastine et al. 2016; Plumley &
Julien 2019) by considering the timescale of 𝐻/𝑈, where 𝑈 is the
characteristic velocity. Gastine et al. (2016) performed 227 rotat-
ing convection simulations in a spherical shell forced by buoyancy
contrast. The Nusselt number (total heat flux divided by diffusive
heat flux) and Reynolds number (mean r.m.s velocity normalized by
𝜈/𝐻) in all simulations are tabulated in their Appendix, enabling us
to calculate Ro★(area) (Eq. 2) and inferred transit time 𝐻/𝑈. The
simulations in Gastine et al. (2016) with Nu > 2 are plotted as green
dots in Fig. 6. Additionally, we can derive a scaling for 𝐻/𝑈 using
the CIA scaling for velocity (Aurnou et al. 2020):

Ω𝜏
(CIA)
transit /2𝜋 = 0.1Ro★(area) −

4
5 . (15)

The coefficient of 0.1 is chosen to match Gastine et al. (2016). This
relation is plotted as the green dashed line in Fig. 6. It is no surprise
that the inferred transit time in thw study of Gastine et al. (2016)
matches well with Eq. 15, because both stem from the characteristic
velocity in the fast-rotating diffusivity-free regime rather than the
transit time. We notice that simulations by Gastine et al. (2016) and
the CIA velocity scaling suggest a slightly shorter transit time than
found in our simulations and the scaling by FCB91 (Eq. 12). This
might be due to the fact that 𝐻/𝑈 is actually a lower bound for 𝜏transit,
since the motion of particles can be stochastic. The convective scale
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Figure 5. Plume geometries for given key nondimensional numbers. The 𝑥 and 𝑦 axes represent the natural Rossby number Ro★(line) (Eq. 1) and the domain
aspect ratio Γ (Eq. 10), respectively. Depending on whether the plume reaches the side or top boundary first (the black curve) and whether the plume is dominated
by the Coriolis force (the red curve), the parameter space is divided into 4 regimes. The temperature distributions in 9 of our simulations are shown here with
the same color map as in Fig. 3) to illustrate the plume envelope in different regimes. Likely parameter ranges for Enceladus are shown by the shading in the
lower left corner: Ro★(area) ≤ 2 × 10−6 and Γ ≤ 20, as discussed in Sec. 6. Ro★(area) and Ro★(line) can be converted into each other using Eq. 16.

𝑙 scales with (Ro★(area) )
2
3 𝐻 in the fast rotation regime but is equal

to 𝐻 in the nonrotating limit (Aurnou et al. 2020). This may also
explain why simulations with large Ro★(area) in Gastine et al. (2016)
agree well with 𝜏

(nonrot)
transit scaling (Eq. 14).

In our scaling, we have assumed that the dynamics on icy satellites
are highly supercritical and have already reached the diffusive-less
regime, which requires that viscosity (𝜈) and diffusivty (𝜅) do not
influence the plume evolution (Sec. 4.1) and the transit time (Sect. 5).

To test this assumption, we performed a group of simulations in which
we varied the viscosity and diffusivity, while keeping the Prandtl
number at unity. The tested values are 1× 10−4, 1× 10−3, 1× 10−2,
and 1×10−1,m2 s−1, and the first value corresponds to our reference
simulation (presented in Sect. 3).

Our tests show a very weak sensitivity to viscosity (diffusivity)
if values are below 10−3m2 s−1 (Fig. A1). In our first two simula-
tions (Fig. A1(A,B)), in which 𝜈 = 1 × 10−4 and 1 × 10−3m2 s−1,
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the horizontal temperature distributions at 5 km above the seafloor
show eddy-dominant features, implying that the lateral mixing is
mostly due to eddies generated from baroclinic eddies. The vor-
tices under 𝜈 = 1 × 10−3m2 s−1 have slightly larger sizes, likely
due to small-scale turbulence being damped. The plume heights
are almost identical in these two simulations. The plume width un-
der 𝜈 = 1 × 10−4m2 s−1 is roughly 20% greater than that under
𝜈 = 1× 10−3m2 s−1. In our other two simulations (Fig. A1(C,D)), in
which 𝜈 = 1 × 10−2 and 1 × 10−1m2 s−1, the temperature patterns
are close to the purely diffusive solution, implying that eddies are
suppressed by the large diffusivity.

6 DISCUSSION AND APPLICATIONS TO ENCELADUS

Using both numerical simulations and scaling analysis, we have ar-
rived at the following conclusions.

(i) Rotating line plumes are susceptible to baroclinic instability,
which results in efficient lateral mixing. Combined with homogeniza-
tion by alternating zonal jets, small-scale details of bottom heating
are efficiently mixed away in the ocean interior and are unlikely to
be projected onto the ocean top when Ro★(line) (Eq. 1) is small and
the geometrical aspect ratio Γ (Eq. 10) is small.

(ii) After the plume structure associated with the heating pattern is
disrupted by baroclinic instability, the tracer transit time is governed
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by zonal-mean or global-mean bottom heat flux rather than the peak
heat flux.

(iii) A scaling for transit time is proposed and tested against nu-
merical simulations and previous laboratory experiments. Extrapo-
lating this scaling to parameters appropriate to the ocean of Ence-
ladus, we conclude that the transit time there is likely many decades.

The ocean of Enceladus is very likely within the rotating well-
mixed regime, given our current knowledge, as plotted in Fig. 5.
The net bottom heat flux must be smaller than the observed total
emitted energy on Enceladus, setting an upper bound for Ro★(area) .
The upper bound for Γ (Eq. 10) comes from setting 𝐿 (the distances
between bottom heating stripes) to 𝜋𝑅, Where 𝑅 is the radius of
Enceladus; the ocean depth, 𝐻, is known to be 30 – 50 kilometers.
Ro★(line) and Ro★(area) are connected by the total heat flux: 𝐵 (line) =
𝐿 𝐵 (area) . Using the definitions of these two natural Rossby numbers
(Equations 1 and 2), we find:

Ro★(line) =
(
Ro★(area)

) 2
3
Γ

1
3 . (16)

We notice that the rotating line-plume regime is also possible, but
it is only a very narrow range in the parameter space for Enceladus.
It requires that the energy source on Enceladus is mostly within
its core and that all the bottom heating is focused over at most two
bottom heating stripes. Moreover, as can be seen from our near-global
simulations (Sec. 3), the alternating zonal jets formed in the presence
of 𝛽-effect facilitate further mixing along the zonal direction. This
makes it even more challenging to keep the line plume focused on
Enceladus.

The upper limit of Ro★(area) on Enceladus puts a lower bound
on the transit time scale. Due to the low gravitational acceleration
(0.1 m s−2), likely low thermal expansion coefficient (∼10−5 K−1),
and the relatively low global mean bottom heat flux (< 4 mW m−2),
Ro★(area) for the ocean of Enceladus is lower than 2 × 10−6, which
is plotted as the orange area in Fig. 6. Our scalings 𝜏

(fit)
transit (Eq. 13

and 𝜏
(FCB91)
transit (Eq. 12) predicts a transit timescale longer than 4×104

and 8 × 104 rotation periods, respectively, and both are at least one
hundred years). Even for a heat flux of ∼500 mW m−2, a possible
heat flux under the South Pole Terrain (Howett et al. 2011; Nimmo
et al. 2023), the transit time is as long as 30 years. Furthermore,
stratification due to a negative thermal in a fresh ocean (Melosh et al.
2004; Zeng & Jansen 2021; Bire et al. 2023) or the lateral temperature
gradient beneath the ice (Lobo et al. 2021; Kang & Jansen 2022;
Zhang et al. 2024) also prolongs the transit time (Ames et al. 2025).
Finally, we should say that our scaling has only been tested down to
Ro★(area) of 10−5, limited by computational resources. Therefore,
extrapolation is required to approach the realistic Ro★(area) for the
ocean of Enceladus.
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APPENDIX A: DERIVATION FOR OUR REGIME
DIAGRAM

The height and half-width of a line plume increase over time at
different rates (Fig. 4). We consider a critical case in which the lateral
and top boundaries are reached at the same time. We set 𝑙 = 𝐿/2 and
ℎ = 𝐻 in Eq. 9:
𝐿/2

𝑙
(line)
rot

= 𝑙 (𝑡) , 𝐻

𝑙
(line)
rot

= ℎ̃ (𝑡) (A1)

where 𝑡 is the number of rotation periods. From Eq. A1, we derive a
parametric curve for (Ro★(line) , Γ) using 𝑡 as the parameter:

Ro★(line) =
1

ℎ̃(𝑡)
, Γ =

2𝑙 (𝑡)
ℎ̃(𝑡)

. (A2)

For the non-rotating regime (𝑡 ≪ 1), the line plume follows:

𝑙 ≈ 3𝑡, (A3)

ℎ̃ ≈ 19𝑡. (A4)

We may eliminate 𝑡 from Eq. A2, which gives:

Γ ≈ 0.3. (A5)

For the fast-rotating regime (𝑡 > 1), the line plume follows:

𝑙 ≈ 3.3𝑡0.76, (A6)

ℎ̃ ≈ 24𝑡0.49. (A7)

Then, Eq. A2 becomes

Γ ≈ 0.05
(
Ro★(line)

)−0.55
(A8)

(A) = = 1 × 10 4m2s 1 (B) = = 1 × 10 3m2s 1

(C) = = 1 × 10 2m2s 1 (D) = = 1 × 10 1m2s 1

10 4 10 3 10 2 10 1

Temperature ( C)

Figure A1. Sensitivity tests for viscosity and diffusivity. Panels (A,B,C,D)
show the temperature distribution at 1000 Earth days in four simulations
with various viscosity and diffusivity. The Prandtl number is unity here.
The bottom heating is the same in these four simulations, and the first sim-
ulation (Panel (A)) is our reference simulation. The first two simulations
(Panels(A,B)) are dominated by eddies, and the plume heights and widths are
almost the same, implying very weak sensitivity to viscosity and diffusivity.
The last two simulations (Panels(C,B)) show diffusion-dominant distributions
of temperature, and eddies are suppressed.

Equations A5 and A8 combine to form the black curve in Fig. 5.
The intersection between Equations A5 and A8 is at Ro★(line) ≈ 0.04.
Ro★(line) and Ro★(area) determine the transition between the non-
rotating and fast-rotating regimes when reaching the top boundary
for line plumes and well-mixed turbulence, respectively. Thus, the
red curve in Fig. 5 comprises a constant line for Ro★(line) ≈ 0.04
above the black curve and another line for Ro★(area) ≈ 0.07 below
the black curve.
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Figure A2. Bottom heat flux patterns used in our near-global simulations. The
values plotted in Panels (A), (B), (C), and (D) are normalized by the global-
mean value of each simulation, and the actual heat flux patterns should be
multiplied by 𝑄 (area) listed in Table A1. Our reference near-global simulation
(Fig. 2) uses S1 (Panel (A) here).

Table A1. Near-global simulations.

𝐻 Ω 𝑄 (area) 𝑄 Ro★(area) Figs.
(km) (s−1) (W m−2) Distribution

60 5.3 × 10−5 1 × 100 S1 3.09 × 10−5 2,6
60 5.3 × 10−5 1 × 101 S2 9.77 × 10−5 6
60 5.3 × 10−5 1 × 104 S2 3.09 × 10−3 6
60 5.3 × 10−5 1 × 101 S3 9.77 × 10−5 6
60 5.3 × 10−5 1 × 104 S3 3.09 × 10−3 6
60 5.3 × 10−5 0 × 100 S4 0.00 × 100 6
60 5.3 × 10−5 1 × 101 Uniform 9.77 × 10−5 6
60 5.3 × 10−5 5 × 102 Uniform 6.91 × 10−4 6
30 5.3 × 10−5 5 × 102 Uniform 1.38 × 10−3 6
60 5.3 × 10−5 1 × 104 Uniform 3.09 × 10−3 6
10 5.3 × 10−5 5 × 102 Uniform 4.06 × 10−3 6
30 5.3 × 10−5 5 × 104 Uniform 1.38 × 10−2 6
10 5.3 × 10−5 5 × 104 Uniform 4.06 × 10−2 6
10 5.3 × 10−5 5 × 105 Uniform 1.29 × 10−1 6
30 5.3 × 10−6 1 × 105 Uniform 6.18 × 10−1 6
10 5.3 × 10−6 1 × 105 Uniform 1.82 × 100 6
10 5.3 × 10−7 1 × 105 Uniform 5.75 × 101 6
10 5.3 × 10−8 1 × 105 Uniform 1.82 × 103 6

Note. This table shows the ocean depth (𝐻), rotation rate of the moon (Ω),
global-mean bottom flux (𝑄 (area) ), distribution of bottom flux, natural Rossby
number (Ro★(area) ), and figures that use this simulation (the “Figs.” column).
In all our near-global simulations, viscosity (along with diffusivity) is 2 ×
10−2 m2 s−1 and the thermal expansion coefficient is 1.67 × 10−4 K−1. For
the bottom heating distribution, S1, S2, S3, and S4 represents different bottom
heating patterns shown in Fig. A2.

MNRAS 000, 1–13 (2025)
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Table A2. Regional simulations.

𝐿 Ω 𝛼 𝜈 𝐷 𝑄 (max) 𝑄 (line) Ro★(line) 𝑄 (area) Ro★(area) Figs.
(kilometer) (s−1) (K−1) (m2 s−1) (meter) (W m−2) (W m−1) (W m−2)

20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 5.0 × 102 1.0 × 101 1.3 × 104 6.9 × 10−4 6.3 × 10−1 1.8 × 10−5 3,4,6
20 2.12 × 10−4 1.67 × 10−4 0 8.0 × 101 2.5 × 104 5.0 × 106 3.2 × 10−3 2.5 × 102 1.8 × 10−4 4,5
20 5.30 × 10−5 1.67 × 10−4 0 8.0 × 101 1.0 × 105 2.0 × 107 2.0 × 10−2 1.0 × 103 2.9 × 10−3 4,5
2 2.12 × 10−4 1.67 × 10−4 1 × 10−4 8.0 × 101 2.5 × 104 5.0 × 106 3.2 × 10−3 2.5 × 103 5.8 × 10−4 5
200 2.12 × 10−4 1.67 × 10−4 1 × 10−4 8.0 × 101 2.5 × 104 5.0 × 106 3.2 × 10−3 2.5 × 101 5.8 × 10−5 5
2 5.30 × 10−5 1.67 × 10−4 1 × 10−4 8.0 × 101 1.0 × 105 2.0 × 107 2.0 × 10−2 1.0 × 104 9.3 × 10−3 5
200 5.30 × 10−5 1.67 × 10−4 1 × 10−4 8.0 × 101 1.0 × 105 2.0 × 107 2.0 × 10−2 1.0 × 102 9.3 × 10−4 5
2 6.63 × 10−6 1.67 × 10−4 1 × 10−4 8.0 × 101 1.0 × 105 2.0 × 107 1.6 × 10−1 1.0 × 104 2.1 × 10−1 5
200 6.63 × 10−6 1.67 × 10−4 1 × 10−4 8.0 × 101 1.0 × 105 2.0 × 107 1.6 × 10−1 1.0 × 102 2.1 × 10−2 5
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 - - - - 2.0 × 101 1.0 × 10−4 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 - - - - 2.0 × 102 3.2 × 10−4 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 - - - - 2.0 × 103 1.0 × 10−3 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 5.0 × 102 1.6 × 102 2.0 × 105 1.7 × 10−3 1.0 × 101 7.2 × 10−5 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 2.0 × 103 4.0 × 101 2.0 × 105 1.7 × 10−3 1.0 × 101 7.2 × 10−5 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 2.0 × 103 6.4 × 101 3.2 × 105 2.0 × 10−3 1.6 × 101 9.1 × 10−5 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 5.0 × 102 2.6 × 103 3.2 × 106 4.4 × 10−3 1.6 × 102 2.9 × 10−4 4,6
20 2.65 × 10−5 1.67 × 10−4 0 8.0 × 101 2.0 × 102 4.0 × 104 5.2 × 10−3 2.0 × 100 3.7 × 10−4 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 5.0 × 102 1.0 × 104 1.3 × 107 6.9 × 10−3 6.3 × 102 5.7 × 10−4 4,6
20 5.30 × 10−5 1.00 × 10−5 1 × 10−4 - - - - 1.0 × 100 2.3 × 10−5 4
20 5.30 × 10−5 1.67 × 10−4 0 8.0 × 101 2.0 × 102 4.0 × 104 2.6 × 10−3 2.0 × 100 1.3 × 10−4 4
20 1.33 × 10−5 1.67 × 10−4 0 8.0 × 101 2.0 × 102 4.0 × 104 1.0 × 10−2 2.0 × 100 1.0 × 10−3 4
20 6.63 × 10−6 1.67 × 10−4 0 8.0 × 101 2.0 × 102 4.0 × 104 2.1 × 10−2 2.0 × 100 3.0 × 10−3 4
20 5.30 × 10−6 1.67 × 10−4 0 8.0 × 101 1.0 × 105 2.0 × 107 2.0 × 10−1 1.0 × 103 9.3 × 10−2 4
20 1.77 × 10−6 1.67 × 10−4 0 8.0 × 101 1.0 × 105 2.0 × 107 6.1 × 10−1 1.0 × 103 4.8 × 10−1 4
20 5.30 × 10−7 1.67 × 10−4 0 8.0 × 101 1.0 × 105 2.0 × 107 2.0 × 100 1.0 × 103 2.9 × 100 4
20 1.77 × 10−7 1.67 × 10−4 0 8.0 × 101 1.0 × 105 2.0 × 107 6.1 × 100 1.0 × 103 1.5 × 101 4
20 5.30 × 10−8 1.67 × 10−4 0 8.0 × 101 1.0 × 105 2.0 × 107 2.0 × 101 1.0 × 103 9.3 × 101 4

Note. This table shows the domain size in the 𝑥 and 𝑦 directions (𝐿), the rotation rate of the moon (Ω), thermal expansion coefficient (𝛼), viscosity (𝜈), peak heating (𝑄 (max) ) and “width” (𝐷, standard deviation) of
the Gaussian bottom heat pattern, integrated line density of heat flux (𝑄 (line) ), natural Rossby number for line plumes (Ro★(line) ), domain-averaged heat flux (𝑄 (area) ), natural Rossby number for domain-averaged
buoyancy flux (Ro★(line) ), and figures that uses that simulation (the “Figs.” column). The four simulations use uniform bottom heating, and thus 𝐷, 𝑄 (max) , 𝑄 (line) , and Ro★(line) are not shown for them. The Prandtl
number is unity in all simulations, meaning that diffusivity (𝜅) is equal to viscosity (𝜈). The usage of a WENO scheme (Shu 2009) ensures numerical stability under zero viscosity. The grid size, which is the same in
𝑥, 𝑦, and 𝑧 directions, is 20, 40, and 200 meters for 𝐿 of 2, 20, and 200 kilometers, respectively.
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